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ABSTRACT

AN INVESTIGATION INTO THE IMPACT OF
HIV ON POPULATION DYNAMICSIN

AFRICA

Samud J. Clark

Supervisor: Professor Samuel H. Preston
Graduate Group in Demography

Data from eighteen sites in Africa are used to identify new mortality patterns for Africa;
two of which may result from excess mortality caused by HIV/AIDS. To examine the
underlying population processes that produce those patterns, and to understand how
HIV/AIDS affects a population as a whole, an individua-level, stochastic, computer
simulation of an African population infected with HIV is constructed to study the dynamics
of an HIV epidemic in Africa. The simulator is tested and demonstrated by constructing

uninfected, untreated- infected, and treated-infected virtual populations.

The fundamental demographic parameters used to run the model are calculated from 40
year's worth of demographic data collected from the Gwembe Tonga of Southern Zambia.
Data on nuptiality, fertility and mortality are used to ssimulate the population dynamics of a

rapidly growing polygynous population. Added to that is a fully parametric HIV module

Vi



that governs the transmisson and progresson of HIV/AIDS within individuals in the

population.

Complementing the design and implementation of the computer simulation of a population
with HIV, this work also discusses the theoretical basis br an information management
system designed to manage the collection, manipulation and retrieval of longitudinal data—

the Structured Population Event History Register (SPEHR).
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Preface

The four parts of this document describe largely independent pieces of work that are held
together by a common focus on the Demography of Africa. Two themes are explored in
detail, the first relating to the impact of HIV/AIDS on demographic processes in Africa,
and the second on developing methodologies to increase the quantity and reliability of

demographic data collected in Africa

Part One is based on data collected by a number of smal intensively run field sites in
Africa which are members of the INDEPTH network (INDEPTH 2000). The Stes
generously contributed their mortality data to an INDEPTH effort to publish a single
volume describing the survival of study participantsin INDEPTH sites. | had the privilege
of being asked to contribute to the analysis of those data for the INDEPTH publication
(INDEPTH Forthcoming 2001). The end result of that effort is contained first in the
INDEPTH volume and also here as Part One of this document. Underlying regularities in
the age pattern of mortality are idertified from the combined data provided by nineteen
field dtes, and it is shown that these new age patterns of mortality are substantialy
different from the existing model age patterns of mortality (Coale and Demeny 1966;
United Nations 1982). A component model of mortality is used to identify the
characteristic age patterns of mortality, and a variation of that modd is developed to

facilitate the production of model life tables based on these new age patterns of mortality.

Part Two conducts a thorough analysis of the demographic data collected over the past 40

years by the Gwembe Tonga Research Project from the Gwembe Tonga living in Southern



Zambia. The project and the data it has collected are described in detail. The data are then
used to examine both levels and trends in mortality, fertility and marriage patterns over the
past 40 years. Although the results of these analyses are interesting with respect to the
small, isolated population to which they relate, they are of substantially more interest in
light of the fact that they describe a complete set of parameters governing al critical
aspects of the population dynamic of a rapidly growing polygynous African population.
The data describing the Gwembe Tonga are among a small number of data sets that are
capable of reliably describing the mortality, fertility and marriage and divorce dynamics of
a complex, rural African population over a long, multigenerational period of time,
extending far enough back in time to describe the pre-AIDS era. As such they are uniquely
useful in congtructing holistic population models, and it is primarily for this purpose that

they are analyzed.

Part Three describes the design, implementation and initia testing of an individuak level
stochastic simulator whose am is to model the complete demography of a polygynous
African population with HIV. The goal is to produce a tool that adequately captures the

interactions between HIV disease at the individual level and demographic processes that

operate at both individual and group levels. It isenvisioned primarily as atool to facilitate
our understanding of the complex interactions between various population processes
affected by the HIV, and to provide a cheap, fast mechanism through which to test the
impact of various treatment and intervention strategies— taking into account their effects at
both the individual and population level, and the potentially complex interplay between

effects at those levels. A proof of concept prototype is constructed that confirms that the
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basic ideas and technologies developed to support the smulator are valid and useful, and

that such atool is both tractable, affordable and potentially useful.

Part Four briefly describes the Structured Population Event History Register (SPEHR).
SPEHR is a relationa data model designed to store and manipulate longitudinal
descriptions of complex time-evolving populations in a relational database. The data
model is unique in providing a completely standardized method for storing and
manipulating structured longitudinal information. The benefits of this method include
unlimited flexibility and extensibility, built-in meta data describing the database and the
data it contains, and the ability to define and structure temporal as well as standard
relational integrity constraints. A sister data model still under design extends the SPEHR
modd to include a questionnaire instrument model that when complete will integrate fully
with SPEHR to provide a powerful, genera and very flexible data management method
that controls the flow and integrity of longitudinal data from the point of collection through

to analysis.

Although they appear different, parts Three and Four are closdly related. My interest in
relational databases was sparked by the need to manage the complex data describing the
Gwembe population. In the process of designing an adequate data management solution
for those data, | redlized that the same machinery could be easily utilized to manage a
complex simulated population, and that noreover, it would not be too difficult to extend
the data management machinery to actually create the ssimulated population aswell. So out

of the housekeeping task of managing and manipulating the Gwembe data grew the core
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concepts and technology upon which the ssimulator is built. SPEHR represents a substantial
refinement over the original data models used to manage the Gwembe data, and it will form

the foundation for the next generation of the smulator.
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Part 1

INDEPTH MORTALITY PATTERNSFOR AFRICA*

M ORTALITY MODELS AND AFRICA
An individual's probability of dying depends primarily on sex, age, health, genetic
endowment and the environment; al of which determine the risk of faling ill or victim to
an accident. The primary determinants of mortality interact in complex ways and depend
in turn on a large and variable set of complex socia determinants. As a result, it has not
been possible to formulate a general, theory-driven model of individua risk of death. In
lieu of a good general model, there are two widely used sets of “model life tables’; created
by Coale and Demeny (CD) (Coale and Demeny 1966) and later by the UN (United
Nations 1982). In both cases, a large set of empirica mortality rates were summarized to

yield a small number of characteristic age-patterns of mortaity. CD identified four patterns

that they term North, South, East and West to reflect the fact that each pattern is
representative of the mortality pattern in a particular region of Europe. For a similar
reason, the UN's patterns also bear regional names: Latin America, Chile, Far East, South
Asia and General. The UN General pattern is, as its name suggests, a genera pattern that

is not specific to a single location.

1 This Part of this document was prepared by me for the INDEPTH network as part of the Network's forthcoming
monograph titled “Population and Health in Developing Countries” (NDEPTH. Forthcoming 2001. Population and
Hedlth in Developing Countries, vol. 1, Population, Hedlth and Survival a INDEPTH Sites. Ottawa, Canada
International Development Research Centre). All of the analysis and writing presented here are mine, while all of the
data were provided by members of the Network and remain the property of the individual Network members.




Each of the eight existing model mortality patterns (excluding the UN General pattern)
results from the characteristic epidemiologica profile of the region it represents. For
example, the UN South Asia pattern describes an age pattern of mortality with “very high
rates under age fifteen and very high rates again at the oldest ages, with correspondingly
lower mortality for the prime age-groups’. This pattern is ascribed to a “high incidences of
infectious, parasitic and diarrheal diseases at the youngest ages and high mortality from

diarrheal and respiratory diseases at the oldest ages’ (United Nations 1982).

For large areas of the Developing World, accurate information describing the mortality of
the population is not available because vital registration systems are incomplete and
inaccurate.  Where that is true, model mortality patterns are used to substitute for red
information. Two important examples are population projections and estimates of child
mortality. All population projections must include information describing existing
mortality conditions and educated estimates to describe mortality regimes that will prevail
in the future. The Brass estimators of child mortality (United Nations 1983), widely used
in areas where accurate data on child mortality are not available, rely on estimates of the

age pattern of child mortality, and in most cases a model mortality pattern is used for that

purpose. Moreover, model mortality patterns are used to evauate data, to produce
smoothed or corrected versions of faulty data and to extend or fill in the age range of
incomplete data. Demographers working in regions where mortality data are inaccurate or
incomplete depend heavily on model mortality patterns to alow them to evaluate the data

they have and to make reasonable estimates and predictions.



None of the data used to create either of the widely used collections of model mortality
patterns came from Sub-Saharan Africa. Consequently, it is not evident that the existing
model mortality patterns adequately describe the age-patterns of mortality in Africa, and it
is only because there is nothing else that they are applied to African populations at all.

Furthermore, the emergence of the HIV/AIDS pandemic in Africa hasradically atered the
age pattern of mortality in large areas of the continent. Because the existing model

mortality patterns do not contain an “AlDS’ pattern of mortality, they are no longer
appropriate under any circumstance where AIDS is a significant cause of death, or where
AIDS is anticipated as a significant cause of death in the near future. Thisisan even more
significant problem than it might first appear because of the crucia role that model
mortality patterns play in routine demographic work relating to Africa — precisely because

thereis a substantial lack of comprehensive, accurate data describing mortality in Africa

This part (of this dissertation) presents seven age-patterns of mortality derived almost
exclusvely from data collected in Africa, including two patterns resulting from excess
mortality caused by AIDS. A fifteenfactor model is constructed to summarize the data,
and that modd is used to isolate the AIDS-related components of mortdity in the AIDS
pattern. Last, the AIDS components are superimposed in various amounts on one of the
patterns to generate a course set of model life tables that illustrates effects the of AIDS

mortdity.

MORTALITY DATA
To dlow maximum flexibility in anadysis, individual INDEPTH sites provided counts of
deaths and person years observed in standard O to 85+ age groups by sex for single years of
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observation for as many years of observation as possible. The majority of sites were able

to provide data in this format athough one or two provided time-aggregated data. Table 1

summarizes the data on which this work is based.

TABLE 1: INDEPTH M ORTALITY DATA

Total Yearsof Aggregated  Total Person Years
Ste Country DataBegins Data Ends Data Years Observed

Agincourt South Africa 1992 1999 8 405,311.46
Dar es Salaam Tanzania 1992 1999 8 485,446.30
Hai Tanzania 1992 1999 8 1,045,152.69
Morogoro Tanzania 1992 1999 8 741,412.41
Bandafassi Senegal 1980 1999 14 144,47561
Bandim Guinea Bissau 1990 1997 8 193,832.91
Butgjira Ethiopia 1987 1996 10 336,075.71
Oubritenga Bukina Faso 194 1998 5 482,100.40
Farefenni Senegal 1990 1999 10 98,073.70
Gwembe Tonga

Research Project Zambia 1956 1995 39 187,034.00
Ifakara Tanzania 1997 1999 3 159,639.00
Manhica Mozambique 1998 1999 2 67,344.00
Matlab,

Comparison Area Bangladesh -NA- -NA- 2 1988,1998 203,744.00
Matlab,

Treatment Area Bangladesh -NA- -NA- 2 1988,1998 211,770.00
Mlomp Senegal 1985 1999 14 106,593.48
Navrongo Ghana 1993 1999 7 - 930,187.50

1985-9, 1990-4,

Niakhar Senegal 1985 1998 14 1995-8 372,880.00
Nouna Burkina Faso 1993 1998 6 174,689.62
Rufiji Tanzania 1999 1999 1 67,842.50
Total 169 6,413,605.29

The overall aim of this work is to identify age-patterns of mortality for Africa and Asia

using longitudina data from INDEPTH field Sites. To adequately capture the variation in

mortality over time, the data from each site is grouped into three-year intervals, or as close

to three-year intervals as possible and practical, to yield 70 site-periods. The annual datain



each of those periods is aggregated to yield 70 site-period data sets for each sex: 140 ste

period data setsin dl. Table 2 describes the periods that were chosen for each site.



TABLE 2: SITE-PERIODS

Site

Y ear

50-79

80

81

82

83

85

86

87

88

89

91

92

93]94|95

8
Q

9899

Agincourt

Bandafassi

Bandim

Butajira
Dar es Salaam

o

Farefenni
Gwembe

Hai

N
[0
S
ol—n o — s w

Ifakara

Manhica

Matlab, Comparison

Matlab, Treatment

Mlomp

Morogoro

Navrongo

Niakhar

Nouna

Outbritenga

Rufiji

NB: Numerals label the periods chosen within each site. The AMMP sitesin Tanzania Dar es Salaam, Hai and Morogoro start and
stop observation at midyear, so their data are reported in midyear to midyear intervalsinstead of the calendar year intervals. Ineach
of those cases, seven oneyear periods are reported.




PRINCIPAL COMPONENTS ANALYSIS

DATA SUMMARY

The god is to identify a compact representation of the information contained in a large set
of observations on smilar items. Principa components analysis transforms the
observations to produce an equal number of components that can reproduce al of the
original observations when combined in the appropriate proportions. The components
differ from the origina observations in that they capture as much variation as possible in as
few components as possible. The first component accounts for the maximum variation that
can be accounted for with one component. After removing the variation associated with
the first component, the second component accounts for as much of the remaining variation
as can be accounted for with one component. This process continues until al the variation
in the origina data set has been accounted for and the number of components equals the
number of original observations. The important consequence is that the mgjority of the

variation in the data set is accounted for in the first few components.

In this way a large set of observations may be summarized by a smal number of
components. After deciding how much of the origina variation must be retained, the
analyst may choose to discard the higher order components that account for the residua

variation.

COMPONENT MODEL OF MORTALITY
The component model of mortality constructed here makes no substantive assumptions

regarding the underlying form of the age-specific mortality schedule. The model makes the



genera assumption that an arbitrary age-specific mortality schedule can be decomposed
into asmall number of individua components and a negligible residua term. Additiondly,
it is assumed that there are a small number of components that together form a universal set
of age-specific mortdity components, and that when combined in the appropriate
proportions they are able to reproduce any age-specific mortality schedule. For the
purposes of this work, these assumptions encompass only the complete set of mortality data
examined here; however, it is demonstrated that the “universal” mortality components
generated from the INDEPTH data are capabl e of reproducing all of the CDand UN modée

life table mortality schedules to within a very small tolerance.

Assume there are n separate components of the age-specific mortality schedule and g age
groups. Let m represent the g x 1 vector of age-specific logit(n0x) values, and let C
represent the g x n matrix whose i column is theg x 1 vector containing the i' component
of mortality. Let abe a n x 1 vector of coefficients that determine how much of each
component is used to generate the mortality schedule, and let r be a g x 1 vector of
residuals, one for each age. Then Equation 1 is a compact representation of the component

model of mortality.



m=Ca+r
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where 5(‘%0 isthevalueof i thcomponentfor the20to 24 agegroup,

g isthevalueof the coefficiert onthei th component,and
r,oisthevalueof theresidualfor the 20to 24 agegroup.
Each of the column vectorscontai nsg el ementspnefor eachagegroup.

Equation 1: Full Component Model of Mortality

Once the matrix C has been identified through principa components analysis (described
below), the model may be used in many ways. First, it isinformative to examine the shape
of the components themselves. The primary component (accounting for the bulk of the
variation in the data) represents the common underlying shape of the schedule as a function
of age. The second and higher order components define age-specific variations on the
basic shape. Moreover, it may be possible to associate certain substantive interpretations
with the components; for example, one may appear to affect the balance between child and
adult mortality, and one may appear to contribute or remove from a particular age group

that is affected by a specific condition such as materna or AIDS-related mortdlity.

Once the components C are identified, estimates of the coefficients a that transform the
components into a given mortality schedule may be obtained through an ordinary linear
least squares regression of the mortality schedule against the components C. The residual

identified in the regression is equivaent to r, and the regression coefficients are the



elements of the vector a with the addition of an extra element to store the constant
estimated in the regression. Let @ be the (n+1) x 1 coefficient vector with the additional
element to store the constant generated in the regression model, and let C' be the g x (n+1)
matrix of components with one additional column containing al ones to accommodate the
constant in @'. The constant is interpreted as a measure of the overall level of the mortdity
schedule while the coefficients indicate how much of each age-pattern (component) is
necessary to reproduce the overall age-pattern in the origina data. Interpreted in this way,
the regression controls for level and provides an estimate of how much of each component
is contained within the data, or how important each individua age-pattern is in generating
the age- pattern observed in the data.
m=C_C'a'

expandingthisaroundtherow for the20 to 24 agegroupreveals
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where 5(%0 isthevalueof thei™ componentfor the 20to 24 agegroup,

a isthevalueof thecoefficiern estimatedon thei i component,and
a, isthethe constantterm estimatedintheregressim
whichtakesthesamevaluefor al agegroups.

Each of thecolumn vectorscontainsgelements,onefor eachagegroup.

Equation 2: Regression Component Model of Mortality

Ignoring the residua and postmultiplying C' by a' (Equation 2) yields the origina mortality

schedule purged of theresidual r. Together with C', the (n+1) x 1 vector a' contains al the
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information needed to reproduce the original mortality schedule to within r. In most cases
the number of components, (n+1), necessary to adequately encode the mortality scheduleis
much less than g, the number of age groups. As aresult, @' is a compact representation of
the mortality schedule that encodes the fundamental shape of the schedule without the
“noise” associated with the high order components and the residual term. Additionally, by
adjusting the constant term contained in the last element of &, it is possible to arbitrarily set

the level of the mortality schedule without affecting its age- pattern.

The individua coefficient vectors associated with each mortality schedule represent the
most important dimensions of the mortality schedules and can be compared and grouped
without worrying about the high-order noise associated with the individual schedules.

Moreover, by comparing only the coefficients corresponding to the components and
ignoring the constant, it is possible to compare individual mortality schedules based only
on their individual age-patterns and not on differences in their level. Correspondingly, by
comparing only the constants associated with two mortality schedules, the influence of the
age-pattern is effectively removed (controlled for), and it is possible to compare the

mortality schedules based only on their level.

1



PRINCIPAL COMPONENTS OF INDEPTHMORTALITY DATA
For each sex, logit(,qx) values are calculated for the eighteen standard 0-85° age groupsin
each of the site-periods, according to Equation 3 and Equation 43. This yields a 70 x 18
data set consisting of one column for each site- period and one row for each age group, with
each cdll containing a value of logit(,qx) corresponding to the specified site-period and age

group.

nnMx
1+n(1_ n& )n M X
Where 1gxis the life table probability of death between ages xand x+n for those who survive to age x, nMxisthe

observed mortality rate (the ratio of deaths to person years lived) for those aged x and x+n, and naxis the average
proportion of years between ages xand xn lived by those who diein that age interval®.

nt =

Equation 3: ngx as a Function of nMx

- 1200 0
|09|t(nqx)—§|ngﬁi
n"x @

Equation 4: logit(,0)

20, 1-4, 5-9, 10-14, 15-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49, 50-54, 55-59, 60-64, 65-69, 70-74, 75-79, 80-84.

% The raw age-specific logit(,q) values were mildly smoothed using aweighted moving average over age; the smoothing
kernel being [0.29, 0.43, 0.29).

4 Without substantially more data tabulated by single year of age it is not possible to directly calculate or estimate the
values of ,a,. Moreover, except for the youngest ages, the value of ,,a, isaways near 0.5. At the youngest ages, the values
are much closer to 0.25. Additionally, the life table is not highly sensitive to the exact values chosen as long as they are
closeto 0.25 for agesless than five years and close to 0.5 for ages older than five years. In thiswork, the value of ,a, used
for ages older than five yearsis 0.5. For ages younger than five years, the values for ,a, are for males 0.33 for ages 0-1 and
0.25 for ages 1-4, and for females 0.35 for ages 0-1 and 0.25 for agesl-4. These are loosely adapted from the CD West
model life table system (Coale, Andey J. and Paul Demeny. 1966. Regional Model Life Tables and Stable Populations.
Princeton, New Jersey: Princeton University Press).

12



The factor® and score routines provided with the STATA? datistical software package
release 5.0 (STATA Corporation 1997) are used to calculate the principal components of
the 70 x 18 covariance matrix® associated with the data set described above. Each age
group (row) in the data set is given a weight equal to the total number of person years of
observation for the age group summed across all site-periods. Fifteen of the resulting 70
principa components are retained, and for both males and females those fifteen

components account for greater than 99.99 percent of the variation in the data.

MALE

The first fifteen principal components calculated using the INDEPTH mae data are
contained in Table 3and Figure 1. The primary (first) component obvioudy represents the
underlying age-pattern of mortality, and together components two through four modify the
age-pattern in a way that is consstent with mortality caused by AIDS. Component two in
particular has the shape necessary to account for increased mortality between the ages of 20
and 64. Components three and four allow modifications between 20 and 49 and during

childhood.

The primary component crosses the xaxis between ages five and nine and again between
ages 30 and 34 with the result that as the coefficient on the primary component increases,

child and

5 The factor routine is used with the options [pc] to request principal components analysis, [covariance] to specify that the
covariance matrix is anayzed and [weight] to specify the weighting.

® The covariance matrix is used so that the observations are not standardized before the calculation. The resulting principal
components refer to the unstandardized observations and can be directly recombined to produce age-specific mortality
schedules that need no further transformation, except for theinverselogit, to produce values of ,g.
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TABLE 3: FIRST FIFTEEN PRINCIPAL COMPONENTS
OF INDEPTH M ALE M ORTALITY

UNITS OF LOGIT(n(x)

Age PC1 R2 PC3 P4 PC5 PC6 PC7  PC8  PC9 PC10 PCll PC12 PC13 PC14 PC15

0 3.5206 -0.909z -0.5861 0.7908 -0.9517 -0.1341 -0.0818 0.0137 -0.0715 -0.0257 -0.0624 0.0275 -0.093¢ -0.0773 -0.0056
1-4 2.1060 -1.3262 -0.4162 0.2302 -0.0323 0.100¢ -0.0104 -0.0263 0.0459 -0.0008 0.0371 -0.0160 0.062€¢ 0.0489 0.0025
5-9 -0.6237 -1.393¢ -0.2097 -0.2409 0.3600 0.1113 0.0420 0.0000 -0.0094 -0.0129 -0.0139 0.0089 -0.0442 -0.0346 0.0001
10-14 -3.8913 -0.667z 0.2893 -0.2781 -0.2373 -0.2707 -0.0414 0.0790 -0.1137 0.0415 -0.0198 0.0100 0.0234 0.0162 0.0013
15-19 -4.2300 0.214Z 0.5140 0.2019 -0.1094 0.0091 0.1223 -0.1077 0.2174 -0.0260 0.0616 -0.0360 -0.0171 -0.0103 -0.0055
20-24 -2.9701 1.017¢ 0.2872 0.5311 0.2605 0.2447 -0.0343 0.0151 -0.0975 -0.0369 -0.1389 0.0622 0.018% 0.0144 0.0003
25-29 -1.3633 1.529z -0.2994 0.2827 0.2560 -0.0229 -0.2078 0.1704 -0.1585 0.0290 0.1827 -0.0389 -0.0237 -0.0082 0.0135
30-34 -0.0101 1.679¢ -0.8204 -0.1323 0.1790 -0.3111 -0.1093 -0.1431 0.1191 0.1215 -0.1161 -0.0862 0.0321 -0.0231 -0.0333
35-39 1.1271 1.544Z -0.5701 -0.3670 -0.0745 -0.2137 0.0288 -0.0588 0.1346 -0.1331 0.0150 0.1368 -0.056€ 0.0521 0.0674
40-44  2.0278 1.474¢ -0.2600 -0.3663 -0.2405 0.1735 0.3823 0.1487 -0.0608 -0.1717 0.0395 0.0461 0.0852 -0.0358 -0.0863
45-49 29895 1.163¢ 0.0904 -0.3435 -0.3401 0.4071 0.3410 0.1576 -0.0829 0.0946 -0.0489 -0.1475 -0.045¢ 0.0031 0.0489
50-54  3.9242 0.7764 0.4165 -0.2790 -0.2578 0.438C -0.0074 -0.2064 -0.0613 0.2585 -0.0078 0.0370 -0.0202 0.0447 0.0390
55-59  5.0339 0.422z 0.6651 -0.3319 -0.1043 0.1733 -0.3776 -0.3370 -0.0928 0.0997 0.1143 0.1160 -0.004C -0.0381 -0.0896
60-64  6.4716 0.170t 0.9022 -0.2772 -0.0053 -0.0324 -0.4303 -0.1194 -0.0338 -0.3066 -0.0430 -0.1138 0.107C -0.0853 0.1084
65-69  8.2046 -0.028C 0.8817 -0.1134 0.1607 -0.1749 -0.3034 0.1980 0.0741 -0.2004 -0.0884 -0.1207 -0.134€ 0.1284 -0.1121
70-74  9.9266 -0.0834 0.9652 0.1994 0.3252 -0.2939 -0.0499 0.5487 0.3829 0.1610 -0.0376 0.0641 -0.0381 0.0068 -0.0222
75-79 11.7097 -0.0984 1.0259 0.5481 0.5681 -0.6360 0.4503 0.3546 0.2699 0.3511 0.0297 0.1869 0.147€ -0.1304 0.0800
80-84 13.7690 -0.1067 1.0401 1.0822 1.0750 -1.5415 1.4284 -0.8888 -0.9189 -0.1067 0.0850 -0.1085 -0.0877 0.0748 0.0021
% Va* 0.8712 0.088¢ 0.0153 0.0077 0.0062 0.0037 0.0024 0.0014 0.0012 0.0007 0.0004 0.0003 0.0002 0.0001 0.0001
;U\T:; 0.8712 0.9601 0.9755 0.9832 0.9894 0.9931 0.9955 0.9969 0.9981 0.9988 0.9992 0.9995 0.9997 0.9998 0.9999

* Percent Variance Explained: ° Cumulative Percent Variance Explained

adult mortality increase while the mortality of teenagers and young adults decreases.

Consequently, the first coefficient determines the ratio of child and adult mortality to

teenage and young adult mortality. Thisis likely due to the fact that mortdity of the very

young and elderly is more sensitive to adverse (or advantageous) conditions than the

mortality of the generally healthy and robust teenagers and young adults’. Naturally then,

this balance accounts for a great deal of the variation in the data and is therefore encoded in

the first component. Remember, that the overal level of mortaity is governed by the value

" It is also worth noting that the impact of the first component is not constant with age, where the value of the first
component is close to zero, the absolute impact is much smaller than when the value of the first component is more

different from zero. Examining the curve reveals that the absolute effect of the first component increases significantly with

age past age 39.
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of the congtant term in Equation 2, so the coefficient on the first component is really only

responsible for the age-balance, not for the absolute level of mortdity at any age.

First Five Principle Components. Male
(explain 98.94% of total variance)

R &

o BE R B

» N

Component Value [logitfa)]

N B O N W s
b
3

O

Figure 1: First Five Principal Components of INDEPTH Male Mortality.
FEMALE
The first fifteen principal components of INDEPTH female mortality are contained in
Table 4 and Figure 2. In broad terms they are very similar to the male components.
However, the primary component contains a significant positive bulge between ages 20 and
44 which is absent on the mae primary component (see Figure 3). The most likey
explanation for thisis that it accounts for the maternal mortality experienced by the femae
population. Additionally, the second component describes a somewhat narrower, younger

pattern of deviation that at its peak is of dightly greater magnitude than the males (see

Figure 4). This likely results from the genera fact that the effect of AIDS on female
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mortality is younger and more focused in age than its effect on male mortality. The third
and fourth components are virtually identical for males and females except at older ages.
Because the data at older ages are more likely to be inaccurate, and since the differences are

large only at the oldest ages, they will not be interpreted.

TABLE 4: FIRST FIFTEEN PRINCIPAL COMPONENTS
OF INDEPTH FEMALE M ORTALITY
UNITS OF LOGIT(nhQx)

Age PClL R2 PCG3 P4 PC5 PC6 PC7 PC8 PCO PCIO PCl11 PC12 PC13 PCl14 PC15

0 3.5313 -0.469€ -0.2823 0.9837 0.6458 -0.4557 -0.5026 -0.2507 0.0375 -0.0815 -0.0516 -0.0245 0.0182 -0.0096 -0.1023
1-4 2.3801 -1.157C -0.3886 0.3453 -0.0051 -0.187C -0.0543 0.0899 -0.0276 0.0054 0.0376 0.0227 -0.0123 0.0075 0.0693
5-9 -0.3553 -1.546C -0.4143 -0.1775 -0.3376 0.0598 0.0976 0.0563 -0.0250 0.0135 -0.0422 -0.0158 0.0002 -0.0028 -0.0467
10-14 -3.9597 -1.0972z 0.1003 -0.2918 0.2469 0.2186 -0.0422 -0.2020 0.0855 -0.0112 0.0366 0.0076 0.0187 0.0038 0.0187
15-19 -3.8199 0.012% 0.6053 0.2285 0.3222 -0.0854 0.1449 0.1722 -0.1569 -0.0147 -0.0341 0.0008 -0.048€ -0.0082 -0.0065
20-24 -2.2312 1.053t 0.2788 0.5568 -0.3124 -0.1589 0.1621 0.0696 0.2258 -0.0418 0.0319 -0.0306 0.071€ -0.0062 -0.0014
25-29 -0.8902 1.6924 -01814 0.5157 -0.2909 0.3444 -0.0841 -0.1418 -0.0648 0.1300 0.0070 0.0948 -0.0527 0.0294 -0.0112
30-34 -0.1141 1.899€ -0.6129 -0.0698 0.0584 0.3515 -0.1415 0.0030 -0.0994 -0.0446 -0.0620 -0.1350 0.0061 -0.0375 0.0314
35-39  0.3159 1.732t -0.6989 -0.7004 0.3716 -0.0558 -0.0309 0.2363 -0.0152 -0.0941 0.0901 0.0743 0.061¢ 0.0360 -0.0306
40-44  0.7540 1.287€ -0.2148 -0.7254 0.0605 -0.5754 0.1212 -0.0973 0.2371 0.1248 -0.0473 0.0139 -0.1273 -0.0655 0.0098
45-49 14083 0.8007 0.4921 -0.5216 -0.2276 -0.5815 0.1042 -0.2427 -0.2023 0.0497 -0.0439 -0.0532 0.0521 0.1314 0.0018
50-54 24523 0.258Z 0.7844 -0.3784 -0.4306 -0.1563 -0.2427 -0.1569 -0.2432 -0.0833 0.0309 0.0400 0.0773 -0.1118 0.0475
55-59  3.8123 -0.095¢ 1.0571 -0.4104 -0.4334 0.2157 -0.4918 0.1446 0.0872 -0.2270 0.1135 -0.0077 -0.1201 0.0071 -0.0628
60-64  5.4730 -0.270¢ 0.9026 -0.2793 0.2074 0.4606 -0.3685 0.2549 0.2940 0.1110 -0.2140 -0.0096 0.0205 0.0886 0.0637
65-69  7.4297 -0.148% 0.6562 -0.1330 0.3840 0.3041 0.2144 0.0973 -0.0260 0.3456 -0.0498 0.0983 0.1588 -0.0981 -0.0650
70-74  9.2290 -0.1971 0.4828 0.1217 0.4232 0.3758 0.5258 -0.0544 -0.0405 0.2968 0.2371 -0.1387 -0.0093 -0.0193 -0.0319
75-79 11.2081 0.0265 0.2309 0.2767 0.3649 0.4929 0.8747 -0.2562 0.0128 -0.1368 0.2313 -0.1680 -0.143€¢ 0.0685 -0.0035
80-84 13.4986 0.802¢ -0.0993 0.3120 0.2427 0.6651 1.5584 -0.5054 0.0902 -0.9873 -0.3832 0.2796 -0.011¢ -0.0200 0.0403

% Va* 0.8249 0.117€¢ 0.0191 0.015 0.0074 0.0063 0.004 0.0019 0.0014 0.001 0.0004 0.0003 0.0002 0.0002 0.0001

gu\f/“”]; 0.8249 0.9425 09616 0.9766 0.9840 0.9903 0.9944 0.9963 0.9977 0.9987 0.9991 0.9994 0.999€ 0.9998 0.9999
o Va.

* Percent Variance Explained: ° Cumulative Percent Variance Explained
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First Five Principle Components: Female
(explain 98.40% of total variance)
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Figure 2: First Five Principal Components of INDEPTH Female Mortality

MALE AND FEMALE PRINCIPAL COMPONENTSCONTRASTED
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First Principle Component
Explains: Male 87.12%, Female 82.49%
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Figure 3: First Principal Component of INDEPTH Mortality
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Figure 5: Third Principal Component of INDEPTH Mortality
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Fourth Principle Component
Explains: Male 0.77%, Female 1.50%

20

15

104—
o\
05 \\ ¥ \ 2
by ; h o
00 L

-05

Component Value [logit@,)]

-10

-15

-20

Q
AR A P R A B S SN - N G
0 Mde —4— Femde

Figure 6: Fourth Principal Component of INDEPTH Mortality

Figure 3, Figure 4, Figure 5 and Figure 6 plot the first four principal components of
INDEPTH mortality for both the males and females together in order to clearly demongtrate

the differences between the male and female components. These differences are discussed

briefly above.

In order to examine the generality of the INDEPTH components of mortality, the existing
CD and UN model mortality patterns (at levels corresponding to an expectation of life at
birth of 55.00 years) were regressed against the INDEPTH components of mortaity in a
simple linear ordinary least squares regression. The regressions were run against al fifteen
of the INDEPTH components, the first ten, and finally the first five. In each case, the fit
statistics were examined and the predicted mortality patterns were calculated and visually
compared to the patterns that were fit. Table 5 displays the R fit statistic for those

regressons. Using al fifteen components produces near-perfect fits that are able to
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faithfully reproduce the existing patterns in al respects. Reducing the number of
components used has the expected effect of reducing the quality of the overal fit and
failing to correctly model the higher frequency variation in the model patterns. Using ten
components still produces a reasonable fit, and using five or six components is acceptable
in most circumstances, however with a small number of components, there is a substantial
“smoothing” due to the lack of high frequency components. This is actualy useful if the
am is to capture the fundamental shape of the mortality curve, or if the data are dirty and it

is necessary to fit the basic shape and ignore the smaller bumps and dips that may be

meaningless.



TABLE 5: R2 VALUES FROM LINEAR
REGRESSIONS OF EXISTING M ODEL
M ORTALITY PATTERNS ON THE
INDEPTH COMPONENTS

Model Male Femae
Fit with First 15 Components
North 0.99999977 0.9999567¢
South 0.99942947 0.9990413C
East 0.99999192 0.99999787
West 0.99993568 0.9998727¢
Latin America 0.99971166 0.9990812%
Chile 0.99999361 0.99986967
SouthAsia 0.99984172 0.99933632
Far East 0.99997782 0.9999986€
Generd 0.99995098 0.9997757¢
Fit with First 10 Components
North 0.99985585 0.9989700%
South 0.99643755 0.99382782
East 0.99956920 0.9995774C
West 0.99955650 0.99792047
Latin America 0.99888354 0.99595977
Chile 0.99949656 0.9990923¢
SouthAsia 0.99815676 0.9967516E
Far East 0.99965167 0.99910922
Generd 0.99965960 0.99824604

Fit with First 5 Components

North 0.99886669 0.99633704
South 0.99382770 0.9882584¢€
Esst 0.99656374 0.9940300C
West 0.99678475 0.9945265%
Latin America 0.99480725 0.98818531
Chile 0.99448695 0.9802046C
South Asia 0.99272203 0.9834218¢t
Far East 0.99698749 0.99560908
Genera 0.99637700 0.9941215€
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INDEPTHMORTALITY PATTERNS
The overall am of this work is to identify common age-patterns of mortaity in the
INDEPTH data. The resulting patterns provide a distilled representation of the important
mortality conditions experienced by the populations from which the data come. Moreover,
some understanding of the age- patterns of mortality in Africa, based on empirical datafrom
Africa, is invaluable to demographers and planners of al kinds who must account for

present and future mortality in much of their work.

COMPONENT CLUSTERING METHOD

The most critical task in identifying the common underlying mortality patternsis to identify
clusters of similar mortaity patterns; in this case clusters of site-periods with similar age-
patterns of mortality. Thisisa particularly difficult exercise that necessarily involves some

subjective input from the andyst.

A given age-pattern of mortality can be observed at various levels resulting from the fact
that there may be causes of mortality that affect all ages in roughly the same way and
consequently do not produce an age-pattern. Given that, there are two separate dimensions
on which mortality schedules may be clustered: age-pattern and level. The age-pattern of a
mortality schedule contains alot of information regarding the epidemiological profile of the

population from which the data are collected and is consequently of primary interest here.

One of the substantial advantages of the component model of mortality is the distilled,
parsimonious representation of a mortality pattern that results from regressing it on the
components. The vector of regression coefficients containsindependent information on the
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age-pattern and level of the mortality schedule. That fact allows the creation of clusters of

age-patterns without respect to level.

To create the age-pattern clusters, all 70 of the INDEPTH mortality schedules for both
males and females are regressed against the appropriate sexspecific components of
INDEPTH mortdity. The coefficients corresponding to the first four principal components
are retained and the other eleven plus the constant are discarded. The first four principal
components account for 98.32 percent of the variation in the male data and 97.66 percent of
the variation in the female data, making them sufficient to capture al but the finest nuances
in the age-pattern of mortdity. These form a collection of 70 4 X 1 coefficient vectors for

each sex.

The agglomerative hierarchical clustering agorithm provided with the S-Plus 2000
Professiona® dtatistical software package release 3 is used to identify clusters of similar
coefficient vectors for each sex.2 The “Ward” method used here is described by the

provider of the software as follows:

The basic hierarchical agglomerative algorithm starts with each object in a separate
group. At each iteration it merges two groups to form a new group; the merger
chosen is the one that leads to the smallest increase in the sum of within-group
sums of squares. The number of iterations is equa to the number of objects minus
one, and at the end al the objects are together in a single group. (Mathsoft Inc.
1999b)

8 SPLUSs"agnes’ routine was used with options: metric = euclidean, standardize = true, and linkage type = ward.
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For a detailed discussion of clustering techniques and this particular algorithm please see
Mathsoft Inc. (1999a), Struyf and Hubert (1997), and Kaufman and Rousseeuw (1990)°.
This routine was applied separately to the male and femae data sets, each consisting of
four columns, one for each coefficient described above, and 70 rows, one for each site-

period.

CLUSTERS

The method described above identified five robust clusters in the male data and seven
robust clustersin the female data, presented in Table 6. Because females are subject to the
additional risk of maternal mortality that is not experienced by the males, the femae age-
patterns are always more complex and so it is not surprising that two more clusters were
identified in the female data. Categorizing the male data into the seven female clusters

produces seven male

TABLE 6: INDEPTH M ORTALITY AGE-PATTERN CLUSTERS

MALE FEMALE

Cluster / Cluster /
ID SitePeriod Pattern ID Site-Period Pattern
26 Bandafassi: 80-84 1 26 Bandafassi: 80-84 1
27 Bandafassi: 85-87 1 27 Bandafassi: 8587 1
28 Bandafassi: 88-90 1 28 Bandafassi: 8890 1
29 Bandafassi: 91-93 1 29 Bandafassi: 91-93 1
30 Bandafassi: 94-96 1 30 Bandafassi: 94-96 1
31 Bandafassi: 97-99 1 31 Bandafassi: 97-99 1
36 Butgjira: 87-89 1 32 Bandim: 9091 1
37 Butgjira: 90-91 1 40 Oubritenga: 94-95 1
38 Butajira: 92-93 1 41 OQubritenga: 96-98 1

® A number of clustering techniques were applied to both the raw and transformed data and to the coefficient vectors,
including agglomerative hierarchical clustering, partitioning around Kmeans, partitioning around K-medoids, fuzzy
partitioning, divisive hierarchical clustering. Three different statistical software packages, STATA®, SPLUS® and
MVSP® , were used, and in each case l of their clustering routines weretried. All of the methods produced essentially the
same clusters but differed in the clarity of their output and in how they managed ambiguous cases. The agglomerative
hierarchical agorithm provided with SPLUS was eventually chosen based on its clear and robust theoretical
underpinnings and the fact that its output is easily understood and interpreted. Moreover, it appeared to provide the most
robust clusters and the most efficient means of categorizing ambiguous cases.
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TABLE 6: INDEPTH M ORTALITY AGE-PATTERN CLUSTERS

MALE FEMALE
Cluster / Cluster /
ID SitePeriod Pattern 1D Site-Period Pattern
39 Butajira: 94-96 1 43  Farefenni: 96-97 1
40 Oubritenga: 94-95 1 44  Farefenni: 98-99 1
47 Gwembe Tonga Research Project: 84-86 1 45 Gwembe Tonga Research Project: 50-80 1
65 Niakhar: 85-8 1 49  Gwembe Tonga Research Project: 90-92 1
66 Niakhar: 90-% 1 50 Gwembe Tonga Research Project: 93-95 1
67 Niakhar: 95-8 1 51 Ifakara: 97-99 1
69 Nouna: 96-98 1 52 Manhica: 98-99 1
54 Matlab, Comparison Area: 98 2 65 Niakhar: 85-89 1
55 Matlab, Treatment Area: 83 2 66 Niakhar: 90-94 1
56 Matlab, Treatment Area: 98 2 67 Niakhar: 9598 1
59 Mlomp: 91-93 2 70 Rufiji: 99 1
60 Mlomp: 94-96 2 53 Matlab, Comparison Area: 88 2
1 Agincourt: 92-93 3 54 Matlab, Comparison Area: 98 2
2 Agincourt: 94-95 3 55 Matlab, Treatment Area: 88 2
3 Agincourt: 96-97 3 56 Matlab, Treatment Area: 98 2
11 Dar esSalaam: 1998-99 3 57 Mlomp: 85-87 2
35 Bandim: 96-97 3 61 Mlomp: 97-9 2
5 Dar es Salaam: 1992-93 4 2 Agincourt: 94-95 3
32 Bandim: 90-91 4 3 Agincourt: 96-97 3
33 Bandim: 92-93 4 4 Agincourt: 98-99 3
34 Bandim: 94-95 4 7 Dar esSalaam: 1994-95 3
42 Farefenni: 9495 4 8 Dar esSalaam: 1995-96 3
43 Farefenni: 9697 4 9 Dar esSalaam: 1996-97 3
44  Farefenni: 98-99 4 10 Dar esSalaam: 1997 -98 3
45 Gwembe Tonga Research Project: 50-80 4 11 Dar esSalaam; 1998-99 3
46 Gwembe Tonga Research Project: 81-83 4 35 Bandim: 9697 3
49 Gwembe Tonga Research Project: 90-92 4 1 Agincourt: 9293 4
53 Matlab, Comparison Area: 88 4 33 Bandim: 92-B 4
57 Mlomp: 8587 4 34 Bandim: 94-% 4
58 Mlomp: 88-90 4 42 Farefenni: 94-95 4
61 Mlomp: 97-99 4 62 Navrongo: 93-95 4
62 Navrongo: 9395 4 63 Navrongo: 96-97 4
63 Navrongo: 9697 4 64 Navrongo: 98-99 4
64 Navrongo: 98-99 4 68 Nouna 9395 4
68 Nouna: 93-95 4 5 Dar esSalaam: 1992-93 5
70 Rufiji: 99 4 6 Dar esSalaam: 1993-94 5
4 Agincourt: 98-99 5 12 Hai: 1992-93 5
6 Dar esSalaam: 1993-94 5 13 Hai: 1993-94 5
7 Dar esSalaam: 1994-95 5 14 Hai: 1994-95 5
8 Dar esSalaam: 1995-96 5 15 Hai: 1995-96 5
9 Dar esSalaam: 1996-97 5 16 Hai: 1996-97 5
10 Dar esSalaam: 1997-98 5 17 Hai: 1997-98 5
12 Hai: 1992-93 5 18 Hai: 1998-99 5
13 Hai: 1993-H4 5 19 Morogoro: 1992-93 5
14 Hai: 1994-95 5 20 Morogoro: 199394 5
15 Hai: 1995-96 5 21 Morogoro: 1994-95 5
16 Hai: 1996-97 5 22 Morogoro: 1995-96 5
17 Hai: 1997-98 5 23 Morogoro: 1996-97 5
18 Hai: 1998-99 5 24 Morogoro: 1997-98 5
19 Morogoro: 1992-93 5 25 Morogoro: 199899 5
20 Morogoro: 199394 5 36 Butgjira: 87-8 6
21 Morogoro: 1994-95 5 37 Butgjira 90-91 6
22 Morogoro: 199596 5 38 Butgjira: 92-B 6
23 Morogoro: 1996-97 5 39 Butgjira 94% 6
24 Morogoro: 1997-98 5 58 Mlomp: 88-0 6
25 Morogoro: 199899 5 69 Nouna: 96-98 6
41 Oubritenga: 96-98 5 46 _Gwembe Tonga Research Project: 81-83 7
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TABLE 6: INDEPTH M ORTALITY AGE-PATTERN CLUSTERS

MALE FEMALE
Cluster / Cluster /
ID SitePeriod Pattern 1D Site-Period Pattern

48 Gwembe Tonga Research Project: 87-89
50 Gwembe Tonga Research Project: 93-95
51 Ifakara: 97-99

52 Manhica: 9899

47 Gwembe Tonga Research Project: 84-86
48 Gwembe Tonga Research Project: 87-89
59 Mlomp: 91-B
60 Mlomp: 94-%

oo g ol
ENIENIENEN]

In many cases periods from the same site are grouped in the same cluster reassuring us that
the clustering algorithm is identifying and grouping mortality schedules that are
fundamentally similar. Where periods from the same site are assigned to different clusters,
mortality has been changing significantly over time, and the mortality schedules from two

different periodsin time are substantially different.

MORTALITY PATTERNS

After the clusters are identified, a characteristic age-pattern of mortality is identified for
each cluster. In keeping with the use of the component model of mortality, for each of the
fifteen coefficients derived from the regression of the individua site-period mortaity
schedules on the fifteen components of INDEPTH mortality, the weighted average across
the dte-periods in each cluster is calculated. The weights used are the person years of
observation in each dteperiod. This yields the average amount of each of the fifteen
components and the constant that is needed by each of the mortality schedules in a given
cluster. When these average vauesare combined with the components through Equation 2,
the result is the weighted average mortality schedule for each cluster. By varying the
constant, the mortality schedules can be adjusted to an arbitrary level, and for

convenience's sake, the seven INDEPTH mortality patterrs presented in Table 7 are
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adjusted to aleve that yields a life expectancy at birth of 55.00 years. Table 7 presents the
male and femal e patterns organized into the seven female-derived clusters. Thisis done to
facilitate comparison of the male and female patterns. The five male-derived patterns are
retained when the male data are organized into the female-derived patterns; this smply
creates two sets of two dightly redundant male patterns. The author verified this by

producing the male patterns based on both the male and female-derived clusters.
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TABLE 7: INDEPTH M ORTALITY PATTERNS

LOGIT (n0x)
Pattern
Age 1 2 3 4 5 6 7
Male
0 -1.1821 -1.0939 -1.6252 -1.3192 -1.3260 -1.3778 -1.2170
14 -1.3230 -1.4728 -1.7509 -1.4661 -1.5931 -1.3428 -1.3911
59 -1.6722 -1.9849 -2.0255 -17771 -1.9413 -1.5184 -1.7003
10-14 -2.1807 -2.3702 -2.3544 -21811 -2.2056 -1.8187 -2.0821
1519 -2.2586 -2.5108 -2.2378 -2.2402 -2.1341 -1.8875 -2.1865
20-24 -2.1049 -2.4333 -1.9393 -21120 -1.8661 -1.8463 -2.1345
2529 -1.9047 -2.2779 -1.6891 -1.9157 -1.6286 -1.8062 -2.0705
30-34 -1.7481 -2.1099 -1.5053 -1.7563 -1.4667 -1.7737 -2.0261
35-39 -1.6588 -1.9003 -1.3908 -15743 -1.3647 -1.7097 -1.8115
4044 -1.5905 -1.7467 -1.2490 -1.4380 -1.2778 -1.5853 -1.6832
45-49 -1.4908 -1.5228 -1.1515 -1.3033 -1.2277 -1.4725 -14792
504 -1.3599 -1.2380 -1.0762 -1.1844 -1.2131 -1.3443 -1.3307
55-59 -1.2138 -0.9758 -0.9546 -1.0316 -1.1841 -1.2052 -1.1678
60-64 -1.0475 -0.7508 -0.7807 -0.824 -1.0605 -1.0625 -0.8985
65-69 -0.834 -0.5340 -0.5862 -0.6689 -0.8813 -0.8767 -0.6242
70-74 -0.6132 -0.3143 -0.3531 -0.5276 -0.6934 -0.6775 -0.3279
7579 -0.3790 -0.0674 -0.1027 -0.3782 -0.4948 -0.4865 -0.1158
80-84 -0.1107 0.2082 0.1747 -0.2005 -0.2477 -0.3257 -0.0226
Femde

0 -1.1678 -1.0304 -1.4926 -1.2429 -1.2667 -1.4005 -1.1935
14 -1.2698 -1.3893 -1.6489 -1.4084 -1.5306 -1.3479 -1.2674
59 -1.6070 -1.9119 -1.9691 -1.7526 -1.8930 -1.5252 -1.5658
10-14 -21126 -2.3759 -2.3076 -2.1760 -2.1958 -1.8319 -2.1678
1519 -2.0958 -2.3195 -21232 -2.2106 -2.0281 -1.8767 -2.5014
20-24 -1.9525 -2.1988 -1.8469 -20725 -1.6854 -1.8322 -2.3502
2529 -1.8484 -2.1152 -1.6241 -1.9094 -1.4610 -1.7935 -2.1065
3034 -1.8019 -21711 -1.4641 -1.8040 -1.3720 -1.7781 -1.7919
3539 -1.7623 -2.1811 -1.3715 -1.7224 -1.3793 -1.7215 -1.5495
4044 -1.7020 -1.9609 -1.3386 -1.6330 -1.4161 -1.6174 -15311
4549 -1.6005 -1.6935 -1.2734 -1.4865 -1.4478 -1.4856 -1.6743
5054 -1.4831 -1.4249 -1.2305 -1.3010 -1.4333 -1.2875 -15927
5559 -1.3321 -1.1522 -1.0773 -1.0693 -1.3500 -1.1067 -1.4082
60-64 -1.1252 -0.8883 -0.9092 -0.7946 -1.1827 -0.9697 -1.0982
65-69 -0.8707 -0.6080 -0.6508 -0.6352 -0.9797 -0.8405 -0.7822
70-74 -0.6243 -0.3002 -04577 -04904 -0.7919 -0.7177 -0.5037
7579 -0.3983 -0.0193 -0.2001 -0.3331 -0.5537 -0.6067 -0.1865
80-84 -0.2084 0.2012 0.1935 -0.1574 -0.2269 -0.4946 01573

Figure 7 through Figure 15 plot the seven INDEPTH age-patterns of mortality for both

710

males and femaes. The patterns are arbitrarily named 17, and a discussion of the

patterns follows the plots.

10 Thisis done to avoid the potential stigmatization that could result from more descriptive names.
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Figure 7:INDEPTH Male Mortality Patterns

INDEPTH Female Mortality Patterns
logit(ngx): e(0) = 55.00

AR A A A &

4—=%—5——6 ——7

(f;@ ,9;? (ggg’

—_

° > Y > N
Vg e &
2 —A—3

Figure 8: INDEPTH Female Mortality Patterns
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Figure 9: INDEPTH Mortality Pattern 1
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Figure 10: INDEPTH Mortality Pattern 2
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Figure 11: INDEPTH Mortality Pattern 3
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Figure 12: INDEPTH Mortality Pattern 4
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Figure 13: INDEPTH Mortality Pattern 5
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Figure 15: INDEPTH Mortality Pattern 7

PATTERN 1

The first pattern is similar to the CD North and UN Latin American model life table age-
patterns of mortality, see Compared to the Coale and Demeny and United Nations Model
Life Tables, below. There is no indication that HIV/AIDS affects pattern 1, and the male
and femae age-patterns are smilar with the exception of a bulge in the femae pattern
during the reproductive years, presumably caused by maternal mortality. Pattern 1 is
primarily derived from sites in West Africa over the entire period covered by the
INDEPTH data set. HIV/AIDS has not yet become as significant a problem in West Africa
asitisin Centra and Southern Africa, so it is not expected to see alarge impact of AIDSin
the data from West Africa. It is worth noting that child mortality between the ages of one

and nine is significant and substantially elevated above the most similar existing models,



bdow. Thisisin keeping with the fact that malaria prevalence is high in West Africa, and

it has alarge impact on those ages.

PATTERN 2

Pattern 2 is the only pattern to contain significant contributions from Asia, and it is in fact
dominated by data from the Matlab project in Bangladesh. The only other site to contribute
data to this pattern is the Mlomp site located in Senegadl. Again, the nale and femae
patterns are similar with the exception of maternal mortality. However, pattern 2 is
srikingly different from al of the others in that the mortality of children, teenagers, and
young adults is comparatively very low, and correspondingly the mortality of older adults
is comparatively high. In keeping with the fact that the data contributing to this pattern
come from Bangladesh and Senegdl, it is not surprising that there is no evidence at al of an
HIV/AIDS impact. Pattern 2 is very smilar to the UN South Asia pattern, as it should be

coming largely from South Asia, see below.

PATTERN 3

The sites contributing to pattern 3 are aimost exclusively located in South and East Africa;
South Africaand Tanzaniain particular. This pattern obviously contains some influence of
HIV/AIDS, but not nearly to the degree observed in pattern 5. The South African data
come from the Agincourt site, where mortality is extraordinarily low compared to the other
INDEPTH sites in Africa, and where HIV/AIDS is recognized but not yet impacting the
population in the catastrophic sense that it is in other parts of Southern and East Africa
The remainder of the data come from the Dar es Salaam site where there appears to be a
greater impact of HIV/AIDS. This pattern is most smilar to the UN Far East pattern of

A



mortality corresponding to the fact that infant and child mortality are very low compared to
mortality at older ages. A noteworthy feature of this pattern is the fact that infant and child
mortality does not appear to be substantially elevated as might be expected when

HIV/AIDS is an important contributor to mortality.

PATTERN 4

Pattern 4 is a variation on pattern 1 with the important difference manifested in the 35-69
agerange. At al other ages, patterns 1 and 4 are negligibly different except that infant and
child mortality in pattern 4 is consstently dightly lower than pattern 1. But between ages
35 and roughly 69, pattern 4 reveals significantly higher mortality than pattern 1. This
pattern is most smilar to the UN Genera pattern for females and UN Latin America for
males. As was the case with pattern 1, most of the data contributing to pattern 4 comes

from West Africa.

PATTERN 5

The HIV/AIDS pattern of mortaity is most clearly visble in pattern 5. The data
contributing to pattern 5 are derived from the three Tanzanian sites run by the Adult
Morbidity and Mortality Project (AMMP) in Dar es Sdaam, Hai, and Morogoro. There is
a striking bulge in the mortality of males between the ages of 20 and 54 and for females
between the ages of 15 and 4. Additionally, the female bulge is significantly narrower
and more pronounced corresponding to the fact that the female population is infected
earlier and within a tighter age range than the male population. This pattern is not
particularly similar to any of the existing model patterns, but it is most closely matched
(below) with the UN Genera (female) and Latin American (male) model patterns. Pattern
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5 differs from pattern 3 mainly in the shape of the HIV/AIDS impact. The effect is more
diffuse with age in pattern 3; meaning that mortality is elevated through a broader age
range, the magnitude of the elevation is more consistent, and the differences between the
sexes are less apparent. Pattern 3 is derived largely from the Dar es Sdlaam data, and this
may reflect the fact that the epidemic is more mature in Dar es Sdaam and has
consequently had enough time to infect awider age range of people of both sexes. Aswith
pattern 3, it is worth noting that infant and child mortality do not appear to be substantially
affected in a manner comparable to adult mortality, and this is in contradiction to what is
known about HIV prevaence and vertical transmission. Further investigation is necessary

to determine why this effect is not prominently measured in these data.

PATTERN 6

Pattern 6 is one of the two additiona patterns identified in the female data. It is an
interesting pattern that reveals high mortality of children and teenagers together with
comparatively low mortality of infants and adults of all ages. This pattern is exhibited by
sites in Northeast and West Africa with most of the data coming from Ethiopia. Without
additional information, it is not possible to speculate on what may be producing this unique
pattern. The male pattern is most similar to the CD North model pattern, and the female
pattern is closest to the CD West model - both of which embody high mortality in the same
age ranges. They deviate from those patterns in that infant mortality is substantialy less
than would be found in the either model pattern, and child and adolescent mortadity is

significantly higher: this might be called the “Super North” pattern.



PATTERN 7

Pattern 7 is the other additiona pattern identified in the female data, and it is aso
interesting. It is derived from two sites located in Centra and West Africa.  The reason
why it was identified in the female data are obvious; there is a substantia bulge in the
femae age- pattern between ages 25 and 44. This most likely results from serious maternal
mortdity, the risk of which increases with age. The Ste in Zambia is a rura site without
easy access to modern medica facilities, and this may contribute to an unusua risk of
maternal mortality. The corresponding male pattern is smilar to pattern 6, and both are
similar to the CD North model pattern. The North model pattern contains relatively high
child and teenage mortality coupled with comparatively low mortaity at older ages. Thisis

consistent the with fact that malariais an important contributor to mortdity in both sites.

COMPARED TO THE COALE AND DEMENY AND UNITED NATIONS
MODEL LIFE TABLES

The INDEPTH mortality patterns are explicitly compared to the existing CD and UN
models to ensure that they are indeed new patterns, and to demonstrate exactly how they

differ from the existing model mortality patterns.

The method used is a simple minimum sum of squared differences. Each INDEPTH
mortality patternis compared with al of the existing CD and UN model mortality patterns:
CD patterns North, South, East, West; and UN patterns Latin America, Chile, South Asia,
Far East and General. For each pair of patterns, the difference between the logit(n0x) of the

two patterns is calculated for each age group, and those differences are squared and

summed to yield the sum (over all ages) of the squared differences (SSD) between the two
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patterns. For each INDEPTH pattern, the SDDs derived from the seven comparisons to the
model mortality patterns are ranked, and the members of the pair with the smallest SDD are
considered to be most similar. All of the mortality patterns used in the comparisons are
adjusted to alevel corresponding to an expectation of life at birth of 55.00™. The SDDsare
presented in Table 8 where both the minimum and next greater SDD for each comparison

are identified.

TABLE 8: SUM OF SQUARED DIFFERENCES COMPARING INDEPTH AND
EXISTING M ORTALITY PATTERNS

Pattern North South East West LA CH SA FE GL
Mae
1 0.2670 0.5550 0.7599 0.6035 0.3111 1.1682 0.8744 1.6724 0.6458
2 1.3819 0.6787 0.6538 0.9190 0.8760 1.0439 0.2265 1.139%4 0.6918
3 1.1060 1.6448 1.2875 0.8313 1.0938 0.9075 2.3094 0.5066 0.7774
4 0.4041 0.7742 0.7219 0.4561 0.3640 0.8273 1.0159 0.9664 0.4344
5 0.6760 1.4443 1.3789 0.8996 0.7961 1.1767 2.3346 1.6279 1.0265
6 0.5118 1.4451 1.6459 1.2315 0.9998 22118 2.1365 25333 1.4486
7 0.4017 0.4548 0.5344 0.4985 0.4233 1.1231 0.5451 1.1824 0.4866

Femde

0.1763 0.4823 0.4573 0.3666 0.1727 0.6523 0.6724 1.0096 0.3428
1.4695 1.0966 0.8080 12731 1.0356 1.0373 0.4703 1.4209 0.9744
1.4447 2.2012 15312 1.0859 1.3253 1.1886 24018 0.4426 0.9283
0.4823 1.0188 0.7003 0.4749 0.3982 0.6471 1.0570 0.6098 0.3752
0.7861 1.5676 1.2496 0.7118 0.8045 0.9274 2.1636 0.7916 0.7728
0.3860 1.1897 1.2256 0.7723 0.7730 14854 1.7386 1.6242 0.9320
0.3837 0.5397 0.4040 0.4859 0.3905 0.7709 0.4704 1.0079 0.4050

~N~Noga bhwN R

LA-Latin America: CH-Chile SA-South Asia: FE- Far East: GL - General: Minimum: Next Best

For each INDEPTH pattern, the age-specific deviations from the closest fit existing model

pattern are calculated and presented in Figure 16 and Figure 17. Those figures clearly

1 The level of the INDEPTH patterns is set by adjusting the constant term in the component model of morality, and the
CD and UN model mortality patterns used in the comparisons are generated by the United Nation's computer program for
the analysis of mortality data, MortPak (United Nations, Departmert of International Economic and Social Affairs 1988. Computer

Program: Mortpak-Lite 3.0 (IBM PC Compatible): New York: United Nationg at alevel corresponding to an expectation of life at
birth of 55.00.
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revedl that all of the INDEPTH patterns are systematically different from the existing
model mortality pattemns. Both figures reveal clear peaks in the deviations during the
childhood (1-14) and young to middie-aged adult (25-49) years. Interestingly, infant and
child mortality between one and four is generaly lower than the corresponding pattern.
The peak in the deviations during childhood may be due to malaria and other diseases that
have a large impact on children in Africa but not elsewhere in the world, and it is clear that
continued investigation is necessary to identify al of the factors contributing to the
childhood deviations. The peak during the adult years is most pronounced for patterns
three and five, which are the two patterns that are affected by HIV/AIDS, and it is
reasonable to assume that this peak is primarily due to the impact of HIV/AIDS. It is
curious to note that infant and child mortality in patterns three and five does not appear to
be elevated in a manner corresponding to the increase in adult mortality. This suggests that
the HIV/AIDS epidemic does not have an enormous impact on infant and child mortality,

or that al of the data used to generate patterns 3 and 5 are defective with regard to infants
and children. It seems unlikely that all the data would be defective, and defective to the
same degree, pointing to the fact that considerable investigation into the impact of

HIV/AIDS on infant and child mortality needs to be conducted.
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DEMONSTRATION OF HIV/AIDSMODEL LIFE TABLE SYSTEM

MODEL LIFE TABLE CONSTRUCTION

The component model of mortality is capable of generating (and fitting) a very wide range
of mortality patterns. This makes it particularly well-suited for the creation of model life
tables. In order to demonstrate how the component model can be used to create a set of
model life tables, the INDEPTH mortality components are used to isolate (in a set of
coefficient deviations) the general age-pattern of the impact of HIV/AIDS, and then to add
that impact in increasing quantities to the INDEPTH pattern 1 mortality schedule to create a
set of life tables with decreasing expectations of life at birth corresponding to an increasing
impact of HIV. The result is a set of life tables with the underlying age pattern defined by
INDEPTH pattern 1 set so that expectation of life at birth is 55.00, but with various levels

of HIV/AIDS morality added to that.

Figure 18 and Figure 19 display the mae and female INDEPTH pattern 5 mortality
schedules with and without what is presumed to be the increase in mortality due to
HIV/AIDS. Figure20 presents the male INDEPTH pattern 1 mortality with and without an
increase in mortality over the infant and childhood ages™®. In each case, the difference
between the two curves is fitted againgt the first fifteen components of mortaity (for the

appropriate sex) to yield the coefficients presented in Table 9.

The model life tables are constructed to produce a family of life tables with the underlying

mortality of INDEPTH pattern 1 mortality. The HIV/AIDS pattern of mortality is added to
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each of the members of the family in amounts sufficient to reduce the expectation of life at
birth in five year increments. Equation 5 is a simple extension of the component model of
mortality that describes the relationship used to accomplishthis. In this case the, the (n+1)

x 1 vector d' of HIV/AIDS coefficient deviationsis multiplied by a and added to the (n+1)

x 1 vector of coefficients, a'*®. The scaling factor a determines how much of the
HIV/AIDS pattern to add to the basic pattern of mortality represented by the vector of
coefficients, a@. Once that addition has been accomplished, the resulting vector is

premultiplied by the matrix of components C' to yield the logit transformed probabilities of

dying, logit(,0k).
m=C'(a'+ad")
expandingthis aroundtherow for the 20to 24 agegroupreveas
¢ i owe i u e i we i1
Sogit (5050)1= 8sCho M@, +a >, )i+ ...+ &0 {3, +a >d, )i + g, +a »d, )y
& i &é& < @ & : @@ : @

where ;C), isthevalueof thei ™ componentfor the20to 24 agegroup,

a, isthevalueof thecoefficiert onthei th component,

a isthescaldactor appliedtothevectorof coefficiert deviations

d, isthecoefficiert deviatiorfor theithcomponent,
a, isthethe constantterm whichtakesthesameval uefor all agegroupsand
d, isthedeviationfor theconstantterm.
Each of the column vectorscontai nsg el ementspnefor eachagegroup.

Equation 5: Relationship Governing HIV-Augmented Model Life Table

12 Thereis no empirical pattern used to create theincreasein infant and child mortality. It issimply created so that it could
be included in the mode life tables.

13 Remember that the prime (') indicates that the matrices and vectors include the column and row necessary to store the
constant and its coefficient. Also, n isthe number of components used, and g is the number of age groups.
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Once the logit(hgx) values have been calculated, the inverse logit produces values for ok
that are substituted into alife table and used to calculate the other columns of the life table,
including expectation of life. The modd life tables are calculated through an iterative,
target-seeking process that varies a until the desired value for the expectation of life is

attained.
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Figure 18: INDEPTH Male Mortality Pattern 5 With and Without HIV/AIDS Mortality
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Figure 19: INDEPTH Female Mortality Pattern 5 With and Without HIV/AIDSMortality
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Figure 20 INDEPTHMaleMortality Pattern 1 With and Without HIVAIDS Child Mortality

TABLE 9: COEFFICIENT VALUES ESTIMATED IN FIT OF

HIV-DERIVED DEVIATIONS IN LOGIT(n(x) ON THE M ORTALITY
COMPONENTS

Fit of Adult Deviations Fit of Child Deviations
Factor Male Femde Male Femde
1 0.001794 -0.004217 -0.002822 -0.003926
2 0.069515 0.086812 0.030939 0.024063
3 -0.087825 -0.093468 0.048722 0.046546
4 -0.046538 0.007340 -0.030034 -0.033062
5 0.014998 -0.053602 -0.002600 0.017291
6 0.007024 0.071480 -0.042015 0.044176
7 0.057843 -0.026918 -0.001601 0.029769
8 0.067342 0.011817 0.015266 -0.036031
9 -0.035387 0.055790 -0.012263 0.029199
10 -0.030752 0.070519 0.028062 0.006903
11 -0.048241 0.037762 -0.013452 0.043736
12 0.040329 -0.028917 -0.001339 -0.004031
13 0.003209 0.082885 0.032003 0.025621
14 0.091293 0.089362 0.050373 -0.013287
15 0.126678 -0.048030 -0.008452 0.030330
Constant 0.062364 0.079854 -0.030420 -0.028344




MODEL LIFE TABLES

MaleLife Table Probability of Dying: n0x
Iniital e®= 45.0, Decremented by AIDS Mortality in 5-year Increments
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Figure 21: Male Life Table Probability of Dying: ,0x

Female Life Table Probability of Dying: nQx
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Figure 22 Female Life Table Probability of Dying: h0x




Life Table Probability of Surviving:,

Male Life Table Probability of Surviving: P
Iniital e® = 45,0, Decremented by AIDS Mortality in 5-year Increments
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Figure 23: Male Life Table Probability of Surviving Px
Female Life Table Probability of Surviving: P
Iniital e®=45.0, Decremented by AIDS Mortality in 5-year Increments
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Male Expectation of Life: e
Iniital 2= 45,0, Decremented by AIDS Mortality in 5-year Increments
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Female Expectation of Life: e
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TABLE 10: M ODEL LIFE TABLES: INDEPTH PATTERN 1

EXPECTATION OF LIFE OF 60.0

DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 0.0 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0
n0x

0 0.068354 0.076013 0.081963 0.08723C 0.092413 0.070648 0.076841 0.08102% 0.084427 0.087546
1-4 0.051414 0.055626 0.058835 0.061634 0.064355 0.057153 0.061250 0.063991 0.066204 0.068222
5-9 0.026085 0.027408 0.028394 0.02924C 0.030051 0.030118 0.031523 0.03244¢ 0.033187 0.033854

10-14 0.010159 0.010162 0.010164 0.010165 0.010167 0.011862 0.011849 0.01184C 0.011834 0.011828
15-19 0.008511 0.009057 0.009469 0.009825 0.010169 0.011452 0.012871 0.013861 0.014683 0.015450
20-24 0.011362 0.015591 0.019531 0.023537 0.027986 0.015359 0.027156 0.03881€ 0.051094 0.064944
25-29 0.016697 0.030949 0.047772 0.068061 0.093905 0.018947 0.048985 0.08758¢ 0.134870 0.193185
30-34 0.022747 0.049920 0.085953 0.132372 0.193248 0.021038 0.059561 0.11171C 0.176657 0.256096
35-39 0.027520 0.061020 0.105336 0.161762 0.234230 0.022694 0.054981 0.09438C 0.140965 0.196943
40-44 0.031406 0.068631 0.117010 0.177538 0.253830 0.025472 0.045196 0.064552 0.084710 0.107149
45-49 0.038409 0.069160 0.103772 0.143428 0.191043 0.030371 0.038020 0.043802 0.048876 0.053829
50-54 0.048610 0.064737 0.079184 0.093381 0.108628 0.038946 0.041139 0.042592 0.043757 0.044813
55-59 0.063546 0.068230 0.071772 0.07484€ 0.077819 0.051958 0.051479 0.05117€ 0.050944 0.050738
60-64 0.087337 0.087156 0.087026 0.08691¢ 0.086818 0.076859 0.076105 0.07563C 0.075262 0.074937
65-69 0.129704 0.130249 0.130641 0.130967 0.131271 0.121951 0.120671 0.119865 0.119240 0.118690
70-74 0.186536 0.185707 0.185117 0.18462€ 0.184170 0.180792 0.175174 0.171681 0.168998 0.166653
75-79 0.265402 0.262574 0.260564 0.25890C 0.257356 0.254473 0.251341 0.24936€ 0.247837 0.246489
80-84 0.384085 0.385585 0.386658 0.387551 0.388385 0.343509 0.361047 0.37237€ 0.381299 0.389263
PX

0 1.000000 1.000000 1.000000 1.00000C 1.000000 1.000000 1.000000 1.00000C 1.000000 1.000000
1-4 0.931646 0.923987 0.918037 0.91277C 0.907587 0.929352 0.923159 0.91897¢ 0.915573 0.912454
5-9 0.883747 0.872589 0.864024 0.856513 0.849180 0.876236 0.866616 0.860169 0.854958 0.850205

10-14 0.860695 0.848673 0.839491 0.831468 0.823661 0.849846 0.839297 0.83225€ 0.826585 0.821422
15-19 0.851951 0.840049 0.830959 0.82301¢€ 0.815287 0.839765 0.829352 0.822402 0.816803 0.811707
20-24 0.844700 0.832441 0.823091 0.814930 0.806996 0.830148 0.818677 0.811004 0.804810 0.799166
25-29 0.835103 0.819462 0.807015 0.79574¢ 0.784412 0.817397 0.796445 0.779522 0.763690 0.747265
30-34 0.821160 0.794100 0.768462 0.74159C 0.710751 0.801910 0.757431 0.71124€ 0.660691 0.602905
35-39 0.802481 0.754459 0.702410 0.643424 0.573400 0.785039 0.712318 0.631792 0.543975 0.448503
40-44 0.780396 0.708421 0.628421 0.539342 0.439092 0.767223 0.673154 0.572164 0.467294 0.360173
45-49 0.755887 0.659802 0.554890 0.44358¢ 0.327637 0.747681 0.642730 0.53523C 0.427709 0.321581
50-54 0.726854 0.614170 0.497308 0.37996€ 0.265045 0.724973 0.618293 0.51178€ 0.406804 0.304271
55-59 0.691522 0.574411 0.457929 0.344484 0.236253 0.696739 0.592857 0.48998€ 0.389004 0.290636
60-64 0.647578 0.535218 0.425062 0.318701 0.217868 0.660537 0.562337 0.464912 0.369186 0.275889
65-69 0.591020 0.488571 0.388071 0.29100C 0.198953 0.609769 0.519541 0.429751 0.341401 0.255215
70-74 0.514363 0.424935 0.337373 0.25288¢ 0.172837 0.535408 0.456847 0.37823¢ 0.300692 0.224924
75-79 0.418415 0.346021 0.274920 0.20619¢ 0.141005 0.438610 0.376819 0.313302 0.249876 0.187440
80-84 0.307367 0.255165 0.203285 0.152814 0.104717 0.326996 0.282109 0.23517% 0.187947 0.141238
&

0 60.00 55.00 50.00 45.00 40.00 60.00 55.00 50.0C 45.00 40.00
1-4 63.37 58.48 53.42 48.25 43.02 63.52 58.54 53.3€ 48.10 42.79
5-9 62.69 57.81 52.63 47.29 41.84 63.25 58.23 52.88 47.37 41.78

10-14 59.30 54.37 49.10 43.64 38.06 60.14 55.04 49.57 43.91 38.15
15-19 54.89 49.90 44.58 39.06 33.43 55.83 50.67 45.13 39.41 33.58
20-24 50.34 45.33 39.98 34.43 28.75 51.45 46.30 40.73 34.96 29.07
25-29 45.89 41.01 35.73 30.19 24.50 47.21 42.52 37.27 31.71 2591
30-34 41.62 37.24 32.39 27.22 21.78 43.08 39.58 35.61 3126 26.52
35-39 37.53 34.07 30.20 25.99 21.40 38.95 36.93 34.77 32.43 29.79
40-44 33.52 31.12 28.47 25.52 22.18 34.79 33.93 33.14 32.34 31.48
45-49 29.53 28.23 26.91 25.49 23.88 30.64 30.42 30.25 30.10 29.96
50-54 25.61 25.14 24.73 24.34 23.92 26.52 26.52 26.52 26.52 26.52
55-59 21.79 21.71 21.64 21.59 21.54 22.49 22,55 22.5¢ 22.62 22.64
60-64 18.10 18.11 18.13 18.13 18.14 18.59 18.64 18.68 18.70 18.72
65-69 14.59 14.61 14.61 14.62 14.63 14.93 14.97 15.0C 15.02 15.04
70-74 11.40 11.42 11.44 1145 11.46 11.65 11.68 11.7C 11.71 11.72
75-79 8.44 8.45 8.46 8.47 8.48 8.67 8.64 8.61 8.59 8.57
80-84 5.58 5.57 5.57 5.56 5.56 5.78 5.69 5.64 5.59 5.55
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TABLE 10: M ODEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 60.0
DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 0.0 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0




TABLE 11: M ODEL LIFE TABLES: INDEPTH PATTERN 1

EXPECTATION OF LIFE OF 55.0

DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 0.0 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0
n0x

0 0.086457 0.095211 0.102372 0.10900C 0.115902 0.088792 0.095816 0.10083¢ 0.105077 0.109142
1-4 0.065345 0.070215 0.074132 0.077708 0.081390 0.072101 0.076786 0.08010€ 0.082896 0.085555
5-9 0.033394 0.034950 0.036176 0.037278 0.038398 0.038281 0.039916 0.041057 0.042006 0.042903

10-14 0.013065 0.013069 0.013071 0.013074 0.013076 0.015155 0.015139 0.01512¢ 0.015120 0.015112
15-19 0.010951 0.011599 0.012116 0.012585 0.013065 0.014633 0.016296 0.017522 0.018584 0.019622
20-24 0.014608 0.019565 0.024393 0.029535 0.035628 0.019603 0.033111 0.046932 0.062021 0.079914
25-29 0.021433 0.037844 0.057782 0.08283€ 0.116851 0.024158 0.057774 0.101617 0.156753 0.227435
30-34 0.029149 0.060017 0.101670 0.157114 0.233660 0.026809 0.069618 0.12809% 0.202532 0.296503
35-39 0.035218 0.073105 0.123957 0.190613 0.280180 0.028906 0.065058 0.10989C 0.164281 0.232142
40-44 0.040146 0.082148 0.137483 0.20861€ 0.302143 0.032418 0.054837 0.07753¢ 0.101974 0.130432
45-49 0.048998 0.083893 0.124091 0.171658 0.231688 0.038600 0.047420 0.05442¢ 0.060814 0.067345
50-54 0.061832 0.080307 0.097550 0.11519¢ 0.135262 0.049381 0.051917 0.05369¢ 0.055186 0.056597
55-59 0.080487 0.085865 0.090160 0.094061 0.098056 0.065641 0.065090 0.06472C 0.064421 0.064146
60-64 0.109876 0.109669 0.109513 0.109377 0.109242 0.096432 0.095576 0.095001 0.094538 0.094110
65-69 0.161244 0.161849 0.162310 0.162712 0.163110 0.151128 0.149709 0.14875€ 0.147989 0.147281
70-74 0.228271 0.227379 0.226704 0.22611€ 0.225538 0.220511 0.214469 0.21045¢ 0.207246 0.204304
75-79 0.317886 0.314969 0.312765 0.310851 0.308969 0.304365 0.301131 0.29895€ 0.297202 0.295583
80-84 0.445796 0.447247 0.448348 0.44930¢ 0.450256 0.401458 0.418649 0.430372 0.439940 0.448835
PX

0 1.000000 1.000000 1.000000 1.00000C 1.000000 1.000000 1.000000 1.00000C 1.000000 1.000000
1-4 0.913543 0.904789 0.897628 0.89100C 0.884098 0.911208 0.904184 0.89916¢ 0.894923 0.890858
5-9 0.853847 0.841259 0.831085 0.821762 0.812141 0.845509 0.834755 0.82713€ 0.820738 0.814640

10-14 0.825334 0.811858 0.801020 0.791128 0.780957 0.813142 0.801435 0.79317€ 0.786262 0.779690
15-19 0.814550 0.801248 0.790549 0.780785 0.770745 0.800819 0.789302 0.781177 0.774374 0.767907
20-24 0.805630 0.791954 0.780971 0.77095¢ 0.760675 0.789101 0.776440 0.76748¢ 0.759983 0.752839
25-29 0.793862 0.776459 0.761920 0.748188 0.733573 0.773632 0.750731 0.73146€ 0.712848 0.692677
30-34 0.776846 0.747075 0.717895 0.686211 0.647854 0.754942 0.707358 0.65713€ 0.601107 0.535138
35-39 0.754202 0.702238 0.644907 0.578398 0.496476 0.734703 0.658114 0.572962 0.479363 0.376468
40-44 0.727641 0.650901 0.564966 0.468148 0.357374 0.713466 0.615298 0.51000C 0.400613 0.289074
45-49 0.698429 0.597430 0.487293 0.370485 0.249396 0.690337 0.581556 0.47045¢ 0.359761 0.251370
50-54 0.664207 0.547310 0.426824 0.306888 0.191614 0.663690 0.553979 0.44485C 0.337882 0.234441
55-59 0.623138 0.503357 0.385187 0.271535 0.165696 0.630916 0.525218 0.420962 0.319236 0.221172
60-64 0.572984 0.460137 0.350459 0.245994 0.149448 0.589502 0.491032 0.39371€ 0.298670 0.206985
65-69 0.510027 0.409674 0.312079 0.219088 0.133122 0.532655 0.444101 0.356314 0.270435 0.187506
70-74 0.427788 0.343368 0.261426 0.18344C 0.111409 0.452156 0.377615 0.30331C 0.230413 0.159890
75-79 0.330137 0.265294 0.202159 0.141961 0.086282 0.352451 0.296628 0.23947E 0.182661 0.127223
80-84 0.225191 0.181734 0.138931 0.097832 0.059623 0.245177 0.207304 0.167882 0.128374 0.089618
&

0 55.00 50.00 45.00 40.00 35.00 55.00 50.00 45.0C 40.00 35.00
1-4 59.16 54.21 49.08 43.83 38.52 59.31 54.25 48.9¢ 43.64 38.23
5-9 59.15 54.15 48.84 43.36 37.76 59.76 54.59 49.08 43.40 37.62

10-14 56.11 51.02 45.58 39.94 34.17 57.04 51.76 46.08 40.19 34.19
15-19 51.82 46.66 41.15 35.43 29.59 52.88 47.51 41.7¢ 35.77 29.68
20-24 47.37 42.18 36.63 30.85 24,94 48.63 43.26 37.4E 31.40 25.22
25-29 43.03 37.97 32.48 26.72 20.77 44,55 39.66 34.17 28.31 22.19
30-34 38.92 34.37 29.32 23.90 18.19 40.59 36.93 32.75 28.11 22.99
35-39 35.01 31.41 27.36 22.89 17.98 36.64 34.51 32.1¢ 29.62 26.63
40-44 31.20 28.68 25.87 22.70 19.00 32.66 31.74 30.8€ 29.95 28.92
45-49 27.40 26.03 24.60 23.02 21.14 28.67 28.43 28.24 28.07 27.89
50-54 23.68 23.18 22.73 22.27 21.77 24.72 24.72 24.72 24.72 24.72
55-59 20.08 19.99 19.92 19.85 19.78 20.88 20.94 20.9¢ 21.02 21.05
60-64 16.62 16.63 16.64 16.65 16.66 17.17 17.23 17.2€ 17.30 17.32
65-69 13.36 13.37 13.38 13.39 13.40 13.73 13.78 13.81 13.84 13.86
70-74 1045 10.47 10.49 10.50 10.52 10.73 10.77 10.7¢ 10.81 10.83
75-79 7.80 7.82 7.83 7.84 7.85 8.06 8.03 8.0C 7.98 7.96
80-84 5.27 5.26 5.26 5.25 5.25 5.49 541 5.3¢ 5.30 5.26
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TABLE 11: M ODEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 55.0
DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 0.0 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0
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TABLE 12: M ODEL LIFE TABLES: INDEPTH PATTERN 1

EXPECTATION OF LIFE OF 50.0

DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 00 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0
n0x

0 0.107006 0.117042 0.125659 0.134058 0.143537 0.109195 0.117155 0.123135 0.128417 0.133799
1-4 0.081323 0.08697€ 0.091759 0.096363 0.101503 0.089043 0.094403 0.098400 0.101912 0.105474
5-9 0.041910 0.04374€ 0.045276 0.046726 0.048322 0.047685 0.049590 0.050992 0.052212 0.053439

10-14 0.016485 0.01649C 0.016493 0.01649¢ 0.016499 0.018990 0.018971 0.018958 0.018947 0.018936
15-19 0.013826 0.014601 0.015253 0.015877 0.016571 0.018338 0.020296 0.021816 0.023192 0.024630
20-24 0.018424 0.024301 0.030294 0.037051 0.045852 0.024536 0.040164 0.056745 0.075678 0.099802
25-29 0.026984 0.046177 0.070323 0.10235C 0.150137 0.030202 0.068421 0.119279 0.185467 0.275133
30-34 0.036623 0.072312 0.121688 0.19036C 0.292481 0.033492 0.081882 0.148955 0.236782 0.352657
35-39 0.044177 0.08777C 0.147553 0.229008 0.345758 0.036092 0.077161 0.129137 0.194322 0.280152
40-44 0.050293 0.098477 0.163232 0.249528 0.370014 0.040442 0.066165 0.093074 0.123237 0.160738
45-49 0.061241 0.101344 0.148810 0.207374 0.286862 0.048078 0.058291 0.066783 0.074881 0.083717
50-54 0.077021 0.098342 0.119063 0.141348 0.168860 0.061337 0.064274 0.066449 0.06834¢ 0.070266
55-59 0.099771 0.10596€ 0.111170 0.116151 0.121678 0.081198 0.080563 0.080113 0.079733 0.079361
60-64 0.135167 0.13493Z 0.134744 0.134572 0.134388 0.118362 0.117392 0.116703 0.116122 0.115552
65-69 0.195759 0.19642¢ 0.196968 0.197464 0.197994 0.182977 0.181413 0.180303 0.179365 0.178447
70-74 0.272473 0.271517 0.270753 0.270052 0.269305 0.262462 0.256013 0.251477 0.247668 0.243960
75-79 0.371096 0.36810% 0.365717 0.36352€ 0.361195 0.355004 0.351692 0.349338 0.34734€ 0.345392
80-84 0.504579 0.50597% 0.507094 0.508122 0.509220 0.457623 0.474353 0.486322 0.496497 0.506508
PX

0 1.000000 1.00000C 1.000000 1.00000C 1.000000 1.000000 1.000000 1.000000 1.00000C 1.000000
1-4 0.892994 0.88295¢ 0.874341 0.865942 0.856463 0.890805 0.882845 0.876865 0.871582 0.866201
5-9 0.820373 0.806162 0.794112 0.782497 0.769529 0.811486 0.799502 0.790581 0.78275€ 0.774839

10-14 0.785991 0.770892 0.758158 0.745934 0.732344 0.772790 0.759855 0.750268 0.74188¢ 0.733432
15-19 0.773034 0.758182 0.745654 0.73362¢ 0.720261 0.758115 0.745440 0.736044 0.727832 0.719544
20-24 0.762346 0.747112 0.734280 0.721981 0.708326 0.744212 0.730310 0.719987 0.710952 0.701822
25-29 0.748301 0.72895€ 0.712036 0.695231 0.675847 0.725952 0.700978 0.679131 0.65714¢8 0.631778
30-34 0.728108 0.69529t 0.661963 0.624074 0.574378 0.704027 0.653016 0.598125 0.53526¢ 0.457955
35-39 0.701443 0.64501€ 0.581411 0.505275 0.406383 0.680448 0.599546 0.509031 0.408527 0.296454
40-44 0.670455 0.588402 0.495622 0.389564 0.265873 0.655889 0.553284 0.443297 0.329142 0.213402
45-49 0.636736 0.53045¢ 0.414720 0.29235€ 0.167496 0.629364 0.516676 0.402038 0.28857¢ 0.179100
50-54 0.597741 0.47670C 0.353006 0.23172¢ 0.119448 0.599105 0.486559 0.375188 0.26697C 0.164106
55-59 0.551703 0.42982C 0.310976 0.198975 0.099278 0.562358 0.455286 0.350257 0.248723 0.152575
60-64 0.496659 0.384274 0.276405 0.175864 0.087198 0.516695 0.418607 0.322197 0.228892 0.140467
65-69 0.429527 0.332422 0.239161 0.152197 0.075480 0.455538 0.369466 0.284596 0.202312 0.124235
70-74 0.345443 0.26712¢ 0.192054 0.122144 0.060535 0.372185 0.302440 0.233282 0.166025 0.102066
75-79 0.251319 0.19459€ 0.140055 0.08915¢ 0.044233 0.274500 0.225011 0.174617 0.12490€ 0.077166
80-84 0.158056 0.122964 0.088834 0.056747 0.028256 0.177052 0.145877 0.113617 0.08152C 0.050513
&

0 50.00 45.0C 40.00 35.00 30.00 50.00 45.00 40.00 35.0C 30.00
1-4 54.93 49.9C 44.68 39.34 33.94 55.07 49.91 44.55 39.08 33.56
5-9 55.62 50.4€ 44.99 39.32 33.55 56.25 50.90 45.19 39.2¢ 33.28

10-14 52.94 47.6€ 42.00 36.13 30.13 5395 48.42 42.48 36.32 30.02
15-19 48.79 43.41 37.67 31.69 25.59 49.94 44.31 38.26 31.97 25.55
20-24 44.43 39.02 33.21 27.16 20.98 45.83 40.18 34.05 27.67 21.13
25-29 40.22 34.92 29.17 23.11 16.87 41.92 36.76 30.95 24.73 18.19
30-34 36.27 31.5C 26.19 20.46 14.41 38.15 34.27 29.81 24.7¢ 19.15
35-39 32.55 28.7€ 24.47 19.69 14.33 34.38 32.10 29.59 26.71 23.22
40-44 28.94 26.2¢ 23.27 19.79 15.59 30.58 29.58 28.60 27.55 26.29
45-49 25.34 23.8€ 22.32 20.54 18.27 26.76 26.50 26.28 26.07 25.84
50-54 21.83 21.3C 20.79 20.26 19.61 22.98 22.98 22.98 22.9¢ 22.97
55-59 18.44 18.3¢ 18.26 18.18 18.09 19.32 19.39 19.44 19.48 19.52
60-64 15.21 15.22 15.23 15.24 15.25 15.81 15.87 15.92 15.95 15.99
65-69 12.20 12.21 12.22 12.22 12.23 12.60 12.65 12.69 12.72 12.75
70-74 9.56 9.58 9.60 9.62 9.63 9.86 9.90 9.93 9.95 9.98
75-79 7.20 7.22 7.23 7.25 7.26 7.47 7.45 7.42 7.41 7.39
80-84 4.98 4.97 4.96 4.96 4.95 5.21 5.13 5.07 5.02 497



TABLE 12: M ODEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 50.0
DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 00 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0




TABLE 13: M ODEL LIFE TABLES: INDEPTH PATTERN 1

EXPECTATION OF LIFE OF 45.0

DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 00 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0
n0x

0 0.130408 0.14200C 0.152464 0.163365 0.177364 0.132228 0.141286 0.148429 0.155094 0.162575
1-4 0.099735 0.106357 0.112256 0.118335 0.126060 0.108342 0.114505 0.119334 0.12381¢ 0.128833
5-9 0.051903 0.054101 0.056029 0.057987 0.060440 0.058597 0.060833 0.062566 0.06416C 0.065927

10-14 0.020546 0.020551 0.020555 0.02056C 0.020565 0.023498 0.023475 0.023459 0.023444 0.023427
15-19 0.017243 0.018187 0.019017 0.019874 0.020961 0.022695 0.025023 0.026924 0.02875C 0.030861
20-24 0.022951 0.03003¢ 0.037641 0.04691C 0.061008 0.030319 0.048669 0.068959 0.09358€ 0.128831
25-29 0.033543 0.05642¢ 0.086545 0.129663 0.204725 0.037270 0.081539 0.142109 0.224795 0.346988
30-34 0.045415 0.087531 0.147904 0.237255 0.386298 0.041297 0.097061 0.176087 0.283708 0.435645
35-39 0.054680 0.105837 0.178214 0.282343 0.446914 0.044476 0.091937 0.153658 0.23470¢ 0.350954
40-44 0.062155 0.118482 0.196399 0.305597 0.472510 0.049783 0.079693 0.112158 0.150603 0.203719
45-49 0.075480 0.12229¢ 0.179636 0.254615 0.368924 0.059074 0.071008 0.081403 0.091897 0.104601
50-54 0.094559 0.119442 0.144724 0.173778 0.214795 0.075127 0.078551 0.081218 0.083682 0.086423
55-59 0.121807 0.12899¢ 0.135355 0.141867 0.150082 0.098982 0.098248 0.097699 0.09720¢ 0.096682
60-64 0.163599 0.16333C 0.163104 0.162881 0.162612 0.143019 0.141916 0.141091 0.140355 0.139561
65-69 0.233495 0.23423¢ 0.234870 0.235492 0.236244 0.217770 0.216044 0.214754 0.213601 0.212358
70-74 0.319129 0.31810€ 0.317242 0.316393 0.315369 0.306695 0.299831 0.294730 0.290194 0.285335
75-79 0.424780 0.42172C 0.419136 0.41659¢ 0.413540 0.406242 0.402864 0.400332 0.398063 0.395614
80-84 0.560367 0.561711 0.562846 0.563963 0.565311 0.511918 0.528150 0.540312 0.55119C 0.562900
PX

0 1.000000 1.00000C 1.000000 1.00000C 1.000000 1.000000 1.000000 1.000000 1.00000C 1.000000
1-4 0.869592 0.85800C 0.847536 0.836635 0.822636 0.867772 0.858714 0.851571 0.84490€ 0.837425
5-9 0.782863 0.76674% 0.752396 0.737631 0.718934 0.773756 0.760388 0.749949 0.740291 0.729537

10-14 0.742231 0.725264 0.710240 0.694858 0.675482 0.728416 0.714131 0.703028 0.692792 0.681441
15-19 0.726981 0.71035¢ 0.695641 0.680572 0.661591 0.711300 0.697367 0.686536 0.676552 0.665477
20-24 0.714445 0.697442 0.682412 0.66704€ 0.647724 0.695157 0.679916 0.668051 0.657101 0.644940
25-29 0.698048 0.67649¢ 0.656725 0.635755 0.608207 0.674080 0.646825 0.621983 0.59560% 0.561851
30-34 0.674634 0.638321 0.599888 0.553322 0.483692 0.648958 0.594084 0.533594 0.46171€ 0.366896
35-39 0.643995 0.58244¢ 0.511163 0.422043 0.296843 0.622157 0.536422 0.439635 0.330724 0.207060
40-44 0.608781 0.520802 0.420067 0.302882 0.164180 0.594486 0.487104 0.372081 0.25310C 0.134391
45-49 0.570942 0.459097 0.337566 0.210322 0.086603 0.564891 0.448285 0.330350 0.214982 0.107013
50-54 0.527848 0.402951 0.276927 0.156771 0.054653 0.531520 0.416454 0.303458 0.19522¢ 0.095819
55-59 0.477935 0.354821 0.236849 0.129528 0.042914 0.491589 0.383741 0.278812 0.17888¢ 0.087538
60-64 0.419719 0.30905C 0.204790 0.111152 0.036473 0.442931 0.346039 0.251572 0.16150C 0.079075
65-69 0.351053 0.258572 0.171388 0.093047 0.030542 0.379583 0.296931 0.216078 0.138832 0.068039
70-74 0.269084 0.19800% 0.131134 0.071136 0.023327 0.296921 0.232780 0.169674 0.109178 0.053591
75-79 0.183212 0.13501¢ 0.089533 0.04862¢ 0.015970 0.205857 0.162986 0.119666 0.077495 0.038299
80-84 0.105387 0.07807¢ 0.052006 0.02837C 0.009366 0.122229 0.097325 0.071760 0.046647 0.023148
&

0 45.00 40.0C 35.00 30.00 25.00 45.00 40.00 35.00 30.0C 25.00
1-4 50.67 45.54 40.21 34.76 29.28 50.78 45.50 40.01 34.42 28.76
5-9 52.07 46.72 41.04 35.16 29.22 52.71 47.12 41.16 35.0C 28.71

10-14 49.78 44,28 38.32 32.17 25.94 50.83 45.01 38.74 32.22 25.56
15-19 45.77 40.12 34.08 27.79 21.43 47.00 41.04 34.62 27.94 21.12
20-24 41.53 35.82 29.69 23.30 16.83 43.03 37.03 30.50 23.6¢ 16.71
25-29 37.45 31.8t 25.75 19.33 12.76 39.30 33.79 27.58 20.88 13.81
30-34 33.66 2861 22.96 16.83 10.41 35.72 31.57 26.73 21.21 14.82
35-39 30.14 26.11 2151 16.29 10.38 32.15 29.69 26.91 23.62 19.33
40-44 26.74 23.91 20.63 16.72 11.76 28.53 27.45 26.34 25.0¢ 23.43
45-49 23.35 21.7€ 20.06 17.98 15.05 24.90 24.61 24.36 24.1C 23.79
50-54 20.05 19.47 18.90 18.26 17.38 21.30 21.30 21.29 21.2¢ 21.28
55-59 16.88 16.77 16.68 16.58 16.45 17.83 17.90 17.95 18.0C 18.05
60-64 13.88 13.8¢ 13.90 13.91 13.92 14.51 14.58 14.63 14.67 14.72
65-69 11.10 11.11 11.12 11.12 11.13 11.52 11.58 11.62 11.6€ 11.70
70-74 8.72 8.7¢ 8.76 8.78 8.80 9.03 9.08 9.11 9.14 9.18
75-79 6.64 6.6€ 6.67 6.69 6.71 6.92 6.89 6.88 6.86 6.84
80-84 4.70 4.6¢ 4.69 4.68 4.67 4.94 4.86 4.80 4.74 4.69



TABLE 13: M ODEL LIFE TABLES: INDEPTH PATTERN 1
EXPECTATION OF LIFE OF 45.0
DECREMENTED BY HIV/AIDSM ORTALITY

Male Female
Reductionin ey Reductionin ey
Age 00 5.0 10.0 15.0 20.0 0.0 5.0 10.0 15.0 20.0




CONCLUSION

Data describing mortality in nineteen different sites in Africa and Asiais used to identify
seven new age-patterns of mortaity, six of which originate solely from Africa. A
component model of mortality is constructed from the raw data and used to identify
clusters of smilar age-patterns of mortality. These patterns are compared to the existing
CD and UN mode life table age-patterns of mortality and demonstrated to be
systematically and individually different from the existing models. This finding supports
the notion that there are unique age- patterns of mortality found in Africa, and that routine
demographic and epidemiological estimations calculated from African data must take this
into account. In order to make these data useful to the practicing demogaphers and
epidemiologists, a set of model life tables based on these patterns must be constructed.

INDEPTH is pursuing the construction of a set of INDEPTH Model Life Tables for Africa
using the component model of mortality and based on the age-patterns of mortality

presented here.
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Part 2

THE DEMOGRAPHY OF THE GWEMBE TONGA

The Tonga inhabit the Gwembe Valley in Gwembe Didtrict, Southern Province, Zambia
Over the past 44 years they have been the subjects of a long-term study in Anthropology
conducted by Elizabeth Colson and Thayer Scudder. The first section of this part
introduces the Gwembe Tonga, their home area and the project that has studied them. |
then discuss the comprehensive demographic data collected from four villages by the
Gwembe Tonga Research Project. Finally, the part concludes with a detailed summary of
the demographic indicators calculated from that data between 1957 and 1995. The vaues
of those indicators form the basis for the fundamental parameters in the simulation

described in Part 3.



THE GWEMBE TONGA

THE GWEMBE VALLEY

Defined by the course of the Zambezi River, the Gwembe Valley extends from the
Southwest to the Northeast through an area bounded by longitudes 26° and 29° East and
latitudes 16° and 18° South. Before the construction of the Kariba Dam in 1956-1958, the
banks of the Zambezi River provided a rich bed of aluvia soil watered by the annual
floods of the Zambezi and the rains between November and March. Following the
congtruction of the Dam, alarge portion of the Gwembe Valley floor was covered by Lake
Kariba, a that time the largest man made lake in the world — stretching for nearly 300
kilometres over the former course of the Zambezi River and occupying in excess of 5,000
square kilometres (Scudder and Colson 1977). The Zambezi River demarcates the
boundary between Zambia and Zimbabwe thereby situating the Gwembe Tonga near the

border with Zimbabwe in the extreme South of Zambia.

Compared to the adjacent plateaus at roughly 1,200 metres elevation, the Gwembe Valley
isalow-lying area with an average elevation of about 400 metres, surrounded by imposing
escarpments that mark the meeting of the Valley and its surrounding plateaus. The climate
is semi-arid with an annual rainfall of 60 * 40 cm (Scudder 1962) falling between
November and March-April during the hot season. However, the pattern of rainfall in the
Valley varies considerably from place to place and year to year. The temperaure varies
between a few degrees above O C at night during the cold season between May and

August to over 40° C during the hot season between August and March April.

59



gk | .
e % gF conco
L dmabaty

- Ly ; 1o
D g’ 1 = S TANZANI K

ey I - ?"-._‘ i Dy S -
w, T -

1"_'_"\:\\4‘_ - M

NAMIBILA

BOTSEWANRAR

Keilaha

.
. ’
T Panlanig e
Sibianalion oL s
sy o YRR Ay
ol £ord
Ly N
Lrein i i =
Blimgwizie e ::‘E‘?'I..b:“rm'” i
e i o =TT " Durben
AFR :ﬂ,ﬁ, o il
B % ) ~ g

. - o
o — L i
Empair Towan ] ‘_= pre—

il | ok
Flzer

Fateih iap Adapied by Sam Clark from Michsin Wallchart of the Warld

Figure 27: Zambia and the GTRP Sudy Areawithin Africa
The predominant vegetation complex is mopane woodland consisting of mopane trees
(Colophospermum mopane) growing over various types of grass. The soils come in
various types, none of which are particularly fertile. Scudder has written an exhaustive

description of the
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Figure 28: Gwembe Valley and Lake Kariba within Zambia

geological and ecologica features of the Gwembe Valley in The Ecology of the Gwembe

Tonga (Scudder 1962), and | refer the reader to that book for more information regarding

the geography of the Gwembe Valley.
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SOCIAL ORGANIZATION

The socia organization of the Gwembe Tonga is
complex and constantly evolving. The following
provides the reader with the roughest kind of
overview, just enough to form a crude picture in one's
mind and to orient the demographic analysis that
follows. The reader is directed to Colson's The Socia

Organization of the Gwembe Tonga (Colson 1960a)

and The Social Consequences of Resettlement

(Colson 19714a) for a detailed and complete treatment

of thistopic. Figure 29: Nine Chakasala, Headman of
Chakasala Village, 1992

The Gwembe Tonga are a matrilineal, virilocal group who practice polygynous marriage.
With some variation, there are two social aggregates around which they organize
themselves. the clan and the matrileage (Colson 1971a). The clan is a geographicaly
dispersed, named body consisting of matrilineages. The matrilineage is a group of people
related through the female side of their genealogy. Through the matrilineage passes the
inheritance of shades and land-use rights. A shade or muzimu is the perpetual
manifestation of a dead ancestor and must be inherited by one of the remaining members of
the lineage upon someone's death. The shade carries with it the status, responsibilities and
privileges possessed by the deceased and confers a portion of those on the inheritor along

with some portion of the deceased's estate. Land is cleared and claimed by men, and when
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they are no longer capable of utilizing it or they die, the land is passed to an appropriately

chosen member of the matrilineage.

A visitor to the Gwembe Valley is
immediately aware of the
homestead which is the basic unit
of residence for the Tonga. The
physical homestead consists of a

closely grouped collection of mud-

brick, thatch-roofed huts, granaries

Figure 30: Woman Pounding Millet in Sinafala Village, 1992 . .
and corrals. The inhabitants usually

include a group of men related through various kinship ties and their dependents. Because
women move to the homes of their husband at the time of marriage, the women living in a
homestead may be drawn from unrelated lineages and a variety of locations (Colson
1971a). Severd dozen adjacent homesteads comprise a village, and a group of haf a dozen

or so nearby villages forms a neighborhood or cis.

Although it is becoming less common, the Tonga form polygynous families. Older men
often marry more than one wife, and capable young men are also able to take additional
wives. Around each wife grows a distinct household that when combined form a
homestead or one of the core families of a multi-family homestead. Although al wives
usualy have access to the husband's stores of grain and other property, the first or senior

wife, often occupies a specia position in the family. To acquire a wife, a man must pay
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bridewealth in an amount agreed between his family and that of the prospective wife. The
first payment or lubolo needs to be made at the time of the union or soon after. Following
that, additional payments are made over a variable length of time until the bridewedlth is
fully paid. Unions may be broken over a wide range of complaints originating from both
the man and the woman, and from their families. It is often the case that the woman's
family is displeased with the amount or pace of the marriage payments and subsequently
“recalls’ their daughter until acceptable payment has been made. | refer the reader to

chapter four of The Socia Organization of the Gwembe Tonga (Colson 1971a) for a

comprehensive discussion of the Gwembe Tonga family.

The Tonga primarily occupy themselves with subsistence and small-scale cash crop
agriculture. Many young people migrate to urban areas to seek wage labor, and there is
some circular local migration to seek seasona wage labor available at large commercid
farming enterprises. Almost all people inhabiting the study area have access to primary
education, and if they can afford it, some have access to secondary education as well. Few

are able to complete secondary education, and few move on to tertiary education.

Access to the four study villages varies. Mazulu and Musulumba in the Lusitu are readily
accessible via tarred and short dirt roads, but Siamegja and Sinafala are much less
accessible; only after several hours of driving on poor quality dirt roads. Water is provided
by shalow wells, the Zambezi River, Lake Kariba, and in rare instances bore holes. The

urban water supply comes mainly from bore holes and the Kafue River. The vast mgority



of the water is of poor quality. None of the rural villages are eectrified, although there are

some electrified structures in the rura areas.

All of the villages have a clinic in or near the village, and al have access, athough
sometimes difficult, to reasonable district hospitals. The village clinics are stocked and
staffed sporadically so that the service varies considerably over time. The hospitals are
more reliable, but depending on the season, it is difficult for a villager to get to them.
Additionally, the cost of medical treatment at the hospitals is a burden to most villagers,
especially since IMF structural adjustment in 1992. Immunization programs have been
fairly reliable and reasonably successful athough | cannot quote exact figures. There are
weekly or biweekly peri-natal clinics that operate some of the time in most of the villages.
The villagers themselves would probably rate hunger as their primary health problem

followed by malaria, dysentery and HIV.

RECENT HISTORY

Beginning with their forced relocation in 1957-1958, the population of the Gwembe Valley
has faced a challenging series of circumstances. Relocationdestroyed their old way of life
and forced them to adapt to new geographical, physical, sociad and economic
circumstances. Trends in the demographic indicators indicate that relocation had a
significant negative effect on the population, but only for a brief period — about three years

between 1957 and 1959.



Following relocation during the 1960s, the situation improved dramatically. The loca
environment was hospitable and productive with Lake Kariba producing an abundant
supply of fish (Scudder 1967). 1964 brought independence for Zambia and an opening up
and concurrent development of rural areas that lead to a wider incorporation of the
Gwembe Tonga into the new nation state. During this period the economy functioned well
and the Gwembe Valley became home to a growing number of smal retailers and
merchants. Villagers had access to both healthy incomes and to a range of basic consumer

goods on which to spend them.

That all changed during the 1970s. Zambia does not have any natural oil reserves and it is
a land-locked nation. Consequently, the world oil problems during the 1970s were
particularly severe in Zambia, and when combined with the plummeting price of copper, on
which Zambia was and is most dependent for national income and foreign exchange, they
were sufficient to prope the national economy into a permanent decline that has not yet
reversed. The cumulative result has been devastating in the Gwembe Valley. Many of the
services that were provided by the colonial and immediately post-independent Zambia
government have dowly decayed and disappeared - medica programs, infrastructure
maintenance, education programs, agricultural outreach programs, water supply programs

and many more.

Fast on the heels of the economic downturn came the War for Zimbabwean Independence.
Zambia acted as a safe haven for many of the freedom fighters who waged war on the

white Rhodesian government. As a result, the frontier between Zambia and Zimbabwe -
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running through the middle of the Gwembe Valley - became a conflict zone. Hundreds of
land mines were laid, bridges and roads were destroyed and occasionaly civilians were
shot. Several members of the study population lost their lives in this fashion. The more
lasting consequence is that the Gwembe Valley was further cut off from the rest of the
country and spent a number of years in the late 1970s and early 1980s being largely
neglected on the grounds that it was too dangerous and in fact pointless to do very much in

the Vdley.

Unfortunately, the history of the Valley did not improve after that. During the mid 1980s, a
large portion of Eastern and Southern Africa suffered punishing droughts, and the Gwembe

was significantly affected. The result was a prolonged shortage of food and water.

Starting at about that time, the nation began a series of structural adjustment programs.
The World Bank organized the most effective set of programs beginning in 1992. Those
have resulted in an accelerated decline in the economic circumstances of the poorest people
in Zambia. Already an area low on the national priority list, the Gwembe Valley suffers
considerably. The frail heath and agricultural service provision system is in amost total
collapse, and at the same time the price of basic food staples has doubled or tripled while
the income a villager can obtain from selling agricultura produce has declined. The
Gwembe Tonga are caught firmly in the vice grip of the tough love policy of internationa
organizations, and at this time they have virtually no recourse but to accept what is handed

down to them.
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Compounding thistruly bleak outlook isthe HIVV/AIDS crisis which appears to be having a
major impact in the Gwembe The downward trend in mortality at all ages except 10-14
has reversed as a result of the general hardship endured by the Gwembe Tonga over the
past decade or so, but most strikingly, the mortdity in the age groups most likely to suffer
from HIV has increased much more rapidly beginning in the early 1990s. It is this

dramatic reversal in fortunes that has prompted me to undertake the work presented here.



THE GWEMBE TONGA RESEARCH PROJECT - GTRP
HISTORY
In 1955, the government of the Central African Federation (Zambia and Zimbabwe today)
decided to build the Kariba Dam on the Zambezi River. Henry Fosbrooke, then the
director of the Rhodes Livingstone Institute (now the Ingtitute for Economic and Socia

Research at the University of Zambia), realized that there would be an enormous impact on

the Tonga population of the

-

Gwembe Valley through which the e
| | SR

Zambezi flows. He obtained
funding to conduct a two-part study
of the forced reocation of the

Gwembe Tonga who lived in the

basin of the future reservoir — what
was to become Lake Kariba His Figure 31: Kariba Dam from the South (Zimbabwe),
Downstream Perspective, 1992

intent was to study the socio-

ecological processes of change and adaptation forced upon the Tonga by their relocation
and subsequent settlement nto a new environment (Scudder and Colson 1977). He was
also concerned that the relocation of the Tonga be based on some reasonable understanding
of their existing Situation: their social organization and their use of and adaptation to the
environment in which they lived (Colson 1971a). To accomplish this task he recruited
Social Anthropologist Elizabeth Colson who had spent several years studying the Tonga

living on the plateau adjacent to the Gwembe Valley on the north and who spoke a diaect
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of chi-Tonga. She in turn recruited Anthropologist Thayer Scudder who had an interest in
geography and ecology. Together they have been very successful in investigating the range

of issues envisioned by Fosbrooke.

Colson and Scudder spent a year in 1956 conducting the first round of the study. Their
plan was to make intensive investigation into seven villages, some of whom were to be
moved, and some of whom were to receive relocatees. In this way they hoped to study
both the relocated and the receiving communities. Unfortunately, their plans were atered
when the height of the dam wall was raised significantly at a late stage in the project, with
the result that the reservoir would be much larger than originally predicted. This required
that many villages previoudy unaffected by the filling reservoir were to be flooded, and

those included Colson and Scudder's proposed “receiving” villages (Colson 19714).

During the first round of the study,
Colson and Scudder enumerated
everyone in the seven villages™
that they had chosen for study and
recorded in great detail the Tonga's

socia  organization and the

relationship that they shared with

Fgure 32: Boys Fetching Water in the Morning, Sinafala . .
Village, 1992 their riverine environment. As part

14 Because of its large size and for other logistical reasons, half of the population of Siamejavillage, the largest and one of
the four to remain in the study until today, was enumerated during the initia study in 1956.

70



of the enumeration, Colson and Scudder recorded genealogies and administered a census
form. The census form dicited information on: “place of birth, parents, marital history,
children and siblings, current residence, migration histories, ownership of fields and stock,
occupation, schooling, bridewealth payments, religious affiliation, participation in cults,
observation of food taboos and other status attributes’ (Scudder and Colson 1977). These
two basic instruments would form the basis for al of the demographic and economic data

collected from the study population over the next 40 years.

During 1957 and 1958, roughly 57,000 Gwembe Valley Tonga were relocated out of their
riverine homelands, mainly to areas up the tributaries of the Zambezi. Two of the
permanent study villages, Sinafala and Siameja, fall into this category. Siameja was moved
up the Mweemba River into an area with poor soil, and Sinafala was moved to an area up
the Chezia River. However, because of the lack of suitable receiving areas and the large
number of people involved, some Tonga were relocated to areas aong the Zambezi River
below the new Dam. The remaining permanent study villages, Mazulu and Musulumba,

fal into this category.

They were both moved to an area
caled Lusitu next to the Zambezi

River about 50 kilometres

downstream from Kariba Dam.

The Lusitu was dready inhabited,

Tkigure 33: Musulumba Village, Lusitu, 1992



and with the addition of the immigrants, the area became (and remains today) severely
overpopulated. During the two years following relocation, there were an unusualy large
number of deaths to women and children, and the Lusitu immediately acquired a reputation
for disaster. It was suggested that the cause of the excess deaths was severe protein
malnutrition accompanied by the ingestion of poisonous plants (Colson 1971a). The new
inhabitants were unfamiliar with the fauna in their new home and to aleviate the hunger
they experienced as a result of losing their most recent crop to the relocation effort, they

experimented with the unfamiliar plants, and some died as aresuilt.

Colsonvisited the Gwembe briefly in 1960, and then both Colson and Scudder returned for
one year during 1962-1963 to conduct the follow-up study as proposed in the origina plan.
At that time, they updated the genealogies and census in the four study villages and
collected awide range of additional information. During and after their period of fieldwork
in 1962-1963, they decided to stop conducting comprehensive updates of their information
pertaining to the remaining three villages that had been part of the original enumeration. It

was clear by that time that the effort involved was too great to keep al seven villages.

After 1963, the study continued to examine a range of interesting issues unfolding in the
Gwembe. Some of those include: the Kariba Lake fishery (Scudder 1967), patterns of
labor migration, a study of shopkeepers, a large study of early secondary school leavers
from the Gwembe (Scudder and Colson1980), a study of urban migrants, a investigation
into the role of locally brewed beer in society (Colson and Scudder 1987) and a number of

other specific studies. From 1963 onward, the census and the genealogies have been
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updated on a regular bass in the four permanent study villages. Mazulu (Lusitu),
Musulumba (Lusitu), Siameja’® (Siameja) and Sinafala (Chezia). Additionaly beginning
in the 1970s, loca informants in each village® have kept detailed diaries of village life,
including such things as transcripts of village court cases, records of droughts and hunger

periods and descriptions of conflicts between village members and how they were resolved.

Ever since the second round in 1963, Colsonand Scudder have made a concerted effort to
track and locate emigrants from the villages. This has resulted in an expanding study area
which now includes the mgor urban centres of Lusaka (Zambia's capital), Ndola and
Livingstone, and the smaller urban Centres of Choma, Monze, Mazabuka, Chirundu and
Siavonga. Additionally, a substantial number of the study participants have emigrated to
frontier rural areas to the northwest of the Gwembe Valley in an area known as Chikanta.
Moreover, there are smaller numbers of study participants in other rural areas scattered
throughout Zambia and even outside of Zambia. All of these emigrants are tracked to the

best of our ability, and they provide the potential for arange of interesting studies.

ORGANIZATION OF THE GTRP

The GTRP has aways been organized around a close association between the Rhodes
Livingstone Ingtitute come Institute for African Studies come Institute for Economic and
Social Research at the University of Zambia and the home institutions of Colson and

Scudder, the University of California at Berkeley and Caltech respectively for most of the

15 Updates in Siameja have been conducted on the roughly half of the village that was originally enumerated by Colson in
1956.

16 Diaries began to be collected in Siamejain 1995-1996.
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duration of the study. In addition to the local research assistants, a number of Zambians
have worked on the project at various times including Bennett Siamwiza who wrote his

dissertation on hunger in the Gwembe (Siamwiza 1993).

Based on a clear understanding that all the data collected is available to both of them, and
that they are both free to write on everything and pursue their own interests unhindered by
the partnership (Scudder and Colson 1977), Colson and Scudder have maintained a close
collaboration between the two of them over the entire duration of the study until now.

Recently, they have recruited three younger scientists to carry on the study and grow it in
new directions. Those include Socid Anthropologist Lisa Cliggett, Physica
Anthropologist Rhonda Gillett-Netting, and myself, a Demographer. This second
generation is gradually taking over while Colson and Scudder focus more on writing from

the data they have collected over the past 40 years.

Between 1963 and the present a number of organizations have supported the GTRP
including: the African Committee of the SSRC/ACLS, the National Science Foundation,
the John Simon Gugenheim Memorial Foundation, the Cdifornia Ingtitute of Technology
(Cdtech), the University of California at Berkeley, the Mellon Foundation, the Fulbright
International Scholars program, the William Penn Foundation, the Mellon Foundation, the
National Institute on Aging, the University of Pennsylvania, the Summer Undergraduate
Fellowship program at Caltech and private funds from Thayer Scudder, Elizabath Colson,
Lisa Cliggett, Rhonda Gillett-Netting and myself. Invaluable friendship and logistica

support in Zambia has been provided by Tom Savory and his family for many years.

74



Colson and Scudder have conducted the bulk of the work, but they have been assisted at
various times by Jonathan Habarard, Lisa Cliggett, Rhonda Gillett-Netting and myself.
Without the consistent help and insight provided by the following local research assistants
none of the work would have been possible: for Mazulu; Senete Adam Sikagoma, Bernard
Siakanomba and Emmy Musanja; for Musulumba; Christopher Kiwani, Bernard Simalabali
and Stanard; for Siamega; Ward; for Sinafala; Paul Siamwinga, Bunyika Chibilika, Jelena

Chasomba, Willy Chikuni, Chester, and Shadrack; and for Lusaka; Jailos Mazambani.
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THE STUDY POPULATION
SAMPLE
The sample consists of the original inhabitants of the four study villagesin 1956 plus al of
their progeny, those who have married original inhabitants or their progeny, and close
relatives of or illegitimate parents of original inhabitants or their progeny who have taken

up residence with sample members. Where possible all emigrating diaspora of the origina

inhabitants of the villages have been followed to their new home(s). One can be admitted
to the sample in one of three ways™’: 1) by being born to a sample member, 2) by marrying
a sample member, or 3) by either giving birth to the child of a sample member or by siring
a child with a sample member. Those born into the sample can exit the sample in one of
two ways: 1) through death, 2) by emigrating from the village and becoming completely
lost from the knowledge of anyone remaining in the sample. Those who enter the sample
through marriage or parentage can exit in three ways. 1) through death, 2) by breaking or
disowning the relationship that brought them into the sample, or 3) by emigrating from the
village and becoming completely lost from the knowledge of anyone remaining in the
sample. The distinction between exit conditions for those who are born into the sample and
those who marry or parent their way into the sample is that we will make a vigorous effort
to follow those who are born into the sample wherever they move, while we will make less
effort to follow those who marry or parent their way into the sample once they disown their

associating relationship. There are cases of villagers who have emigrated to foreign nations

76



such as Zimbabwe, England, the U.SA., and Japan. These individuals remain in the

sample as long as we have access to information on them through their relatives.

DATA

The demographic data collected by the GTRP was originally coded and input to machine
readable format by Colson and Scudder beginning in the 1960s and 1970s. At that time
they devised a clever but complicated scheme to code the relationships between people in
the sample and al of the other information so that it could be recorded in an ASCI|I flat file.
For the most part, they used the WordStar word processing program to enter datainto plain

ASCII files, an example of which is presented in Table 14:

Several features of this record keeping system have provided me with considerable
challenges in the production of demographic indicators. Although they worked from the
same template and agreed carefully on the organization and format they would use when
coding the data, Colsonand Scudder often deviated from their rules in small ways. They
were much more consistent with themselves than they were with each other, but over time
even their individua coding schemes varied considerably. Compounding this is the fact
that they were representing very complex socia organization that has evolved rapidly over
the past 40 years. This lead to many unforeseen circumstances that each of them had to
handle individually as they were coding the data. For the most part they found solutions

that were within the general theme of the coding system, but occasionally, the solution was

1 There are few exceptions to these rules, but when they do occur they are evaluated on a case by case basis and usually
involve someone who has moved within the physical confines of the village and has successfully integrated themselves (or
their whole family) into the village group .
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aone-off. Lagt, the files that they worked with became very large, and they sometimes

placed codes in columns adjacent to the one designated for the code.

TABLE 14: SAMPLEOF RAW DATA SET:
AARONNSIPA'S FAMILY, M AZULU VILLAGE

24 1 AARONNSI PA MAZ ML9254444
24 2 FULAU MAZ\WL F19324444
24 3 BRAIN MAZWL. 1 MLO9504444
24 4 ELITA MAZWL.. 1W F19564444
24 5 CH KWEKWE MAZWL. 1W. 1 F19744444
24 5aMASOLI MAZWL. 1W. 1H1 MLO734444
24 5bSUZEN MAZWL. 1WL. 1H1. 1 F19924444
24 6 LORENCE MAZWL. 1WL. 2 MLO764444
24 7 NMALI LA MAZWL. 1WL. 3 F19794444
24 8 NMANKALI A MAZWL. 1W. 4 MLO814444
24 8akKOPO MAZWL.. 1W. 5 MLO844444
24 8bBOY MAZWL. 1WL. 6 MLO9861986
24 8cSl| AVPI YE MAZWL. 1WL. 7 F19874444
24 8dLENTI MAZWL. 1WL.. 8 F19904444
24 8eDUTY MAZWL. 1WL. 9 F19934444
24 9 JENNY *MAZWL.  1WR F19604444
24 10 ANDERSON MAZWL. 2 MLO534444
24 11 GEORG NA MAZWL. 2WL F19574444
24 12 G RL MAZWL. 2W. 1 F19761976
24 13 LON SI MAZWL. 2WL. 2 F19774444
24 14 mMBOZI MAZWL. 2WL. 3 F19804444
24 15 VI CENT MAZWL. 2WL. 4 MLO844444
24 16 JEN PHER MAZWL. 2WP F99994444
24 17 SUNDAY MAZWL. 2w, 1 MLO794444
24 18 MJTI NTA MAZWL. 2We. 2 F19814444
24 19 RUTH MAZWL. 2W2. 3 F19831984
24 20 M SCARRI AGE MAZWL. 2W2. 4 519841984
24 21 | RENE MAZWL. 2W2. 5 F19864444
24 22 LYDEE MAZWL. 2W2. 6 F19884444
24 22aMMAKA MAZWL. 2We. 7 F19904444
24 22bCH MUNYA MAZWL. 2W2. 8 F19924444
24 23 LOTIA MAZWL. 2WB F19734444
24 23aMONI CA MAZWL. 2WB. 1 F19924444
24 23bVELLA MAZWL. 2WB. 2 F19944444

These idiosyncracies ensured that no single logic could fully decipher the data files and

transform them into a representation suitable for statistical estimation. Work on the files
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started in 1991 and continued through the Fall of 1999. | started by going through each file
record- by-record and adjusting the columns so that the codes occupied the correct columns
in the raw files. | then read them into dBASE and wrote and ran a number of programs
designed to identify gross inconsistencies, and | dowly identified and fixed a number of
those. The coding scheme that represented genealogies is complex and took along time to
fully understand. When | findly did understand it, it was evident that many people in the
data files were represented with more than one record, in some cases many records. Most
individuals had a record to code their position in their natal family and additiona records to
record some or all of their marriages and affairs. Comparing the raw data describing
Aaronnspas family in Table 14 with the geneadlogy generated from the relationa
equivalent in Table 18, it is evident that many of the people appearing in Table 14 share
more relationships than are represented in that section of the raw data. All of those extra
relationships were coded elsewhere in the raw data, and for each, there was another record
to represent the related person appearing in Table 14. These duplicate records posed a
serious challenge. The first step in solving this was to go over al of the data record-by-
record with Colson and Scudder and have them ensure that al of the records associated
with each individual were correctly identified so that my programs could associate them.
This was a tedious job that required hours of checking and rechecking with the paper
records. Once that was complete, | began writing programs to reconstruct families from
Colson and Scudder's coding scheme and to create my own links between family members.
This step in particular was challenging and occupied the better part of one and a half years.

The middle group of columns in Table 14 contains the codes that link people to one
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another. All of the codes in those columns have meaning including the spaces and periods.
The result is a complex representation system that when recorded in an ASCII file with no
input-time consistency checking resulted in a painfully inconsistent data set. | literally
wrote and ran hundreds of programs to decipher those relationships, every new run
revealed another unique case or set of cases that were incorporated into the next version of
the program. After some months of iterating through that cycle, | gave up and decided to
print out the links | had generated and manually compare them to the raw files. Hence
commenced by far the most tedious task associated with this dissertation. | spent most of a
year reading each link individually and comparing it to the raw files. 1 fixed any
inconsistencies that | uncovered and aso verified that | had recorded al of the links that

were represented in the raw files.

Concurrently, | experimented with various relationa (see Appendix A and Appendix B)
schemes for representing the data, and after severa fase starts, | settled on a smple but
flexible data model that balances representational generality with computational efficiency
and ensures that new data elements can be easlly incorporated in the future. Part 4
discusses the issues involved with designing a good data model and presents an expanded
version of the data model that | chose for the Gwembe demographic data. The fundamental

elements of the model responsible for representing relationships within families are

People-Unions- Unions
* | 1D Links * | 1D
Name S T — 7P _/_ StartDae
Sex PersoniD EndDate
BirthDate UnionlD .

DesthDate LinkType
e Rank

Figure 34: The Basic RelationgB(ylodel of the Analysis Data Set



displayed in Figure 33, see Part 4 for details on the notation.

The data model (Figure 33) needs to be able to represent al kinds of households:
monogynous, polygynous and potentially homosexua (not yet necessary, but possible in
the future and certainly worth foreseeing in the basic design of the data model). For that
reason, | had to choose a scheme that relates individuals to unions without reference to their
sex, that can relate more than one wife to each man concurrently (or the other way around,
although polyandronous unions are not supposed to be possible, they do on occasion exist
for brief periods), does not rely on accurate dates to make the associations or represent the
chronological order of the unions, does not require complete knowledge of both partnersto
represent a union, and finally, easily allows children to be associated with the unions that

created them. A very brief and incomplete description of the model follows.

People and unions are the basic items that are represented, the two outermost tables in
Figure 33. The table in the middie is a relationship that links people with unions in two
ways. One, each spouse participating in a union has a record in the relationship table (a
link record) containing their ID and the ID of the union that they share. The fact that they
are spouses is represented by the “spouse” value in theLinkType field in both of their link
records, and the chronological order of the unionsis represented by the values in the Rank
field if the set of dates is incomplete. Two, each child produced by a union has a link
record containing their ID and the ID of the union that produced them, and the fact that
they are children of that union is represented by the “child” value in the Link Type field of

their link record. If birth dates are not known, their birth order is represented by valuesin
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the Rank field. Using SQL (Appendix B), it is easy to associate spouses, parents and
children, to count spouses or children by any combination of attributes and to make
complex associations between large numbers of people, such as genealogy, and example of

which is presented in Table 18.

To illustrate the organization of te anaysis data set, | have located the records that
describe Aaronnsipas family in the three base tables shown in Figure 33. Table 15isan
extract from the people table containing al of the members of Aaronnsipas family; Table
16 is the set or records from the unions table that describes the unions formed between
members of Aaronnsipas family; and Table 17 is the list of links from the people-unions-
links table that represent the connections between the people and unions in Aaronnsipas
family. As an example, let us take the first record in Aaronnsipas genealogy, Table 18.
That record indicates that with his wife Fulau, Aaronnsipa had a son named Brain who
married Elita and together with her had a daughter named Chikwekwe. Chikwekwe
subsequently married Masoli and the two of them had a daughter named Suzen. To see
how this was constructed from the three base tables, we first examine the people table and
identify the people involved: 1292:Aaronnsipa, 1540:Fulau, 17:Brain, 1541:Elita,
1542:Chikwekwe, 1543:Masoli, and 1544:Suzen. The union between Aaronnsipa and
Fulau is number 925 beginning in 1950 and ending in 1982. Both Aaronnsipa and Fulau
have a link record to that union; numbers 14110 and 16416 respectively. Brain in linked to

Aaronnsipa and Fulau's union by link record 18931. The reader can verify for themselves



the unions between Brain and Elita and Chikwekwe and Masoli and the fact that

Chikwekwe is a product of the first union and Suzen of the second.



TABLE 15: RECORDSIN THE PEOPLE TABLE
DESCRIBING M EMBERS OF AARONNSIPA'S FAMILY18

ID Name Village Sex BirthY ear DesthY ear
16  Jenny Mazulu Femae 1960 4444
17 Bran Mazulu Made 1950 4444
18 Midress Mazulu Femae 1978 4444
19 Charles Mazulu Made 1973 4444
20 Siakdigonya Mazulu Mde 1981 1984
21 Judy Mazulu Femae 1983 4444
22 Siamuzambi Mazulu Mde 1986 1988
23 Mbozi Mazulu Femae 1988 4444
24 Mudongo Mazulu Mde 1990 1993
25 Boy Mazulu Mde 1992 1992
26 Chedo Mazulu Mde 1993 4444
1291 Ciibwa Mazulu Femae 1949 4444
1292 Aaronnsipa Mazulu Mde 1925 4444
1296 Gertrude Mazulu Female 1975 4444
1297 Davis Mazulu Mde 1960 4444
1298 Sitikila Mazulu Made 1969 4444
1299 Boy Mazulu Mde 1993 1993
1300 Clever Mazulu Made 1969 4444
1301 Morden Mazulu Mde 1978 4444
1501 Bridget Mazulu Femae 1971 4444
1502 Siamuzambi Mazulu Mde 1970 4444
1503 Siamunkaa Mazulu Made 1991 4444
1504 Muntanga Mazulu Femae 1993 4444
1540 Fulau Mazulu Femae 1932 1996
1541 Elita Mazulu Femae 1956 4444
1542 Chikwekwe Mazulu Femae 1974 4444
1543 Masoli Mazulu Mde 1973 4444
1544 Suzen Mazulu Female 1992 4444
1545 Lorence Mazulu Made 1976 4444
1546 Madlila Mazulu Femae 1979 1983
1547 Mankaia Mazulu Made 1981 4444
1548 Kopo Mazulu Mde 1984 4444
1549 Boy Mazulu Mde 1986 1986
1550 Sampiye Mazulu Femae 1987 4444
1551 Lenti Mazulu Femae 1990 4444
1552 Duty Mazulu Femae 1993 4444
1553 Manembwa Mazulu Femae 1995 4444
1554 Anderson Mazulu Mde 1953 4444
1555 Georgina Mazulu Femae 1957 4444
1556 Girl Mazulu Femae 1976 1976
1557 Lonis Mazulu Femae 1977 4444
1558 Monitor Mazulu Mde 1975 4444
1559 Mbozi Mazulu Femae 1980 4444
1560 Vicent Mazulu Mde 1984 4444
1570 Lotia Mazulu Femae 1973 4444
1571 Monica Mazulu Femade 1992 4444
1572 Vdla Mazulu Femae 1994 4444
1573 Mugandanga Mazulu Femae 1955 1996
1580 Sachikede Mazulu Made 1958 1960
1582 Siakagoma Mazulu Mde 1960 1967
1583 Chikwekwe Mazulu Femae 1963 4444
1584 David Mazulu Mde 1957 44414

18 4444 represents “forever”, so a death year of 4444 indicates that the person is still aive at the time when their
information was last updated.
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TABLE 15: RECORDSIN THE PEOPLE TABLE
DESCRIBING M EMBERS OF AARONNSIPA'S FAMILY18

ID Name Village Sex BirthY ear DesthY ear
1585 Jacklin Mazulu Femae 1983 4444
1586 Gibson Mazulu Made 1986 4444
1587 Tinos Mazulu Mde 1989 4444
1588 Chikwekwe Mazulu Femae 1992 4444
1589 Sondo Mazulu Mde 1956 4444
1590 Maina Mazulu Femae 1995 4444
1591 Eunice Mazulu Femae 1965 4444
1592 Robby Mazulu Mde 1965 4444
1593 Farless Mazulu Femade 1984 4444
1594 Fidence Mazulu Femae 1988 4444
1595 Lud Mazulu Female 1995 4444
1596 Dobadoba Mazulu Made 1968 1995
1597 Shdly Mazulu Femade 1976 4444
1598 Boy Mazulu Made 1995 1995
1599 Rontiya Mazulu Femade 1973 4444
1600 Peter Mazulu Made 1972 4444
1601 Mazuba Mazulu Femae 1994 4444
1611 Mariya Mazulu Femae 1943 4444
1612 Boy Mazulu Mde 1962 1965
1613 Girl Mazulu Femae 1965 1967
1614 Ngulube Mazulu Femade 1968 1981
1615 George Mazulu Mde 1970 4444
1619 Madlly Mazulu Femae 1972 4444
1620 Davidson Mazulu Made 1962 1993
1621 Boy Mazulu Mde 1993 1993
1622 Munamwide Mazulu Femae 1975 1975
1623 Ever Mazulu Femae 1976 4444
1624 Bigboy Mazulu Mde 1979 4444
1625 Mujibdo Mazulu Femae 1983 4444
1626 Julia Mazulu Femae 1944 4444
1628 Mbozi Mazulu Femae 1970 1971
1629 Siachibone Mazulu Mde 1972 244
1630 Malala Mazulu Femae 1978 4444
1631 Chikwekwe Mazulu Femae 1995 4444
1632 Kephas Mazulu Mde 1975 4444
1633 Maclina Mazulu Femae 1978 4444
1634 Grantea Mazulu Made 1981 1991
1635 Miscarriage Mazulu Mde 1991 1991

TABLE 16: RECORDSIN THE UNIONS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID StartY ear StopY ear
21 1995 4444
778 1993 1993
77 1993 1995
780 1995 4444
924 1974 1977
925 1950 1982



TABLE 16: RECORDSIN THE UNIONS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID StartY ear StopY ear
930 1962 4444
931 1969 4444
935 1978 4444
936 1973 4444
939 1992 4444
940 1976 1984
942 1991 1994
945 1984 4444
955 1982 1992
956 1993 4444
958 1983 4444
959 1990 4444
960 1994 1996
963 1992 4444
981 1994 4444
1195 1990 1993

TABLE 17: RECORDSIN THE LINKS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID InkPeoplel D InkUnionsD RelationshipType
13798 17 935 Spouse
13799 17 936 Spouse
13800 19 21 Spouse
14110 1292 925 Spouse
14113 1292 930 Spouse
14114 1292 931 Spouse
14116 1292 924 Spouse
14120 1297 778 Spouse
14121 1298 779 Spouse
14122 1300 780 Spouse
14146 1502 959 Spouse
14147 1502 960 Spouse
14154 1543 939 Spouse
14155 1554 940 Spouse
14156 1554 942 Spouse
14158 1558 945 Spouse
14159 1584 955 Spouse
14160 1589 956 Spouse
14161 1592 958 Spouse
14162 1600 963 Spouse
14165 1620 1195 Spouse
14166 1629 981 Spouse
16050 16 935 Spouse
16051 18 21 Spouse
16361 1291 924 Spouse
16365 1296 780 Spouse
16366 1296 779 Spouse
16367 1296 778 Spouse
16404 1501 959 Spouse
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TABLE 17: RECORDSIN THE LINKS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID InkPeoplel D InkUnionsID RelationshipType
16416 1540 925 Spouse
16417 1541 936 Spouse
16418 1542 939 Spouse
16419 1555 940 Spouse
16420 1557 945 Spouse
16421 1570 942 Spouse
16424 1583 955 Spouse
16425 1583 956 Spouse
16426 1591 958 Spouse
16427 1597 960 Spouse
16428 1599 963 $ouse
16435 1611 930 Spouse
16438 1619 1195 Spouse
16439 1626 931 Spouse
16440 1630 981 Spouse
18939 26 935 Child
19905 1296 924 Child
19906 1299 778 Child
19907 1301 924 Child
20038 1502 925 Child
18931 17 925 Child
18932 18 935 Child
18933 20 935 Child
18934 21 935 Child
18935 2 935 Child
18936 23 935 Child
18937 24 935 Child
18938 25 935 Child
20039 1503 959 Child
20040 1504 959 Child
20060 1542 936 Child
20061 1544 939 Child
20062 1545 936 Child
20063 1546 936 Child
20064 1547 936 Child
20065 1548 936 Child
20066 1549 936 Child
20067 1550 936 Child
20068 1551 936 Child
20069 1552 936 Child
20070 1553 936 Child
20071 1554 925 Child
20072 1556 940 Child
20073 1557 940 Child
20074 1559 940 Child
20075 1560 940 Child
20085 1571 942 Child
20086 1572 942 Child
20087 1573 925 Child
20094 1580 925 Child
20096 1582 925 Child
20097 1583 925 Child
20098 1585 955 Child
20099 1586 955 Child
20100 1587 955 Child
20101 1588 955 Child
20102 1590 956 Child
20103 1591 925 Child
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TABLE 17: RECORDSIN THE LINKS TABLE
DESCRIBING AARONNSIPA'S FAMILY

ID InkPeoplel D InkUnionsID RelationshipType
20104 1593 958 Child
20105 1594 958 Child
20106 1595 958 Child
20107 1596 925 Child
20108 1598 960 Child
20109 1599 925 Child
20110 1601 963 Child
20118 1612 930 Child
20119 1613 930 Child
20120 1614 930 Child
20121 1615 930 Child
20124 1619 930 Child
20126 1621 1195 Child
20127 1622 930 Child
20128 1623 930 Child
20129 1624 930 Child
20130 1625 930 Child
20131 1628 931 Child
20132 1629 931 Child
20133 1631 981 Child
20134 1632 931 Child
20135 1633 931 Child
20136 1634 931 Child
20137 1635 931 Child

TABLE 18: SAMPLEOF QUERY ON ANALYSISDATA SET:
GENEALOGY OF AARONNSIPA'S FAMILY, M AZULU VILLAGE!®

1% Using Microsoft Access 2000, the unoptimized SQL used to generate Table 18from thethree base tablesis:

gryGeneal ogy: SELECT Generation_1. Egol D AS GenOI D, Generation_1. EgoName AS GenONane,

Generation_1. Spousel D AS GenOSpousel D, Generation_1. SpouseNane AS GenOSpouse, Ceneration_1.ChildlID AS
Genll D, Ceneration_1.ChildName AS GenlName, Generation_2. Spousel D AS GenlSpousel D,

Gener ati on_2. SpouseName AS GenlSpouse, Generation_2.Childl D AS Gen2l D, Ceneration_2.ChildName AS
Gen2Nane, Generation_3. Spousel D AS Gen2Spousel D, Generation_3. SpouseName AS Gen2Spouse,
Generation_3.ChildlD AS Gen3I D, Generation_3.ChildName AS Gen3Nane FROM (gryGeneration AS Generation_1
LEFT JO N gryGeneration AS Generation_2 ON Generation_1.Childl D = Ceneration_2. Egol D) LEFT JON
gryGeneration AS Generation_3 ON Generation_2.Childl D = Generation_3. Egol D WHERE

(((Generation_1. EgoNane) =“ Aaronnsi pa”)) ORDER BY Ceneration_1. Egol D, Generation_1.Start Year,
Generation_1.ChildlD, Generation_2.StartYear, Generation_2.ChildlD, Generation_3.Start Year,
Generation_3.ChildlD;.

gryCeneration: SELECT qryAl | Peopl eSpouses. Egol D, qryAl | Peopl eSpouses. EgoNane,

gryAl | Peopl eSpouses. Spousel D, qryAl | Peopl eSpouses. SpouseNane, qryPeopl eW t hNat al Uni ons. Chi | dI D,
gryPeopl eW t hNat al Uni ons. Chi | dNanme, qryAl | Peopl eSpouses. Start Year FROM qr yAl | Peopl eSpouses LEFT JO N
gryPeopl eW t hNat al Uni ons ON qr yAl | Peopl eSpouses. Uni onl D = gryPeopl eW t hNat al Uni ons. Uni onl D ORDER BY
gryAl | Peopl eSpouses. Egol D, qryAl | Peopl eSpouses. Start Year.



Generation0 Generation 1 Generation 2 Generation 3
ID Name SpouseSpous& ID Name Spouse Spouse ID  Name Spouse Spouse ID Name

1D 1D 1D
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1542Chikwekwe 1543 Masoli 1544 Suzen
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1545Lorence
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1546Madlila
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1547Mankdia
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1548Kopo
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1549Boy
1292Aaronnsipals40 Fulau 17 Bran 1541 Elita  1550Siampiye
1292Aaronnsipals40 Fulau 17 Bran 1541 Elita  1551Lenti
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1552Duty
1292Aaronnsipal540 Fulau 17 Bran 1541 Elita  1553Manembwa
1292Aaronnsipal540 Fulau 17 Bran 16 Jenny 18 Midress 19 Charles
1292Aaronnsipals40 Fulau 17 Bran 16 Jenny 20 Siakaligonya
1292Aaronnsipal540 Fulau 17 Bran 16 Jenny 21 Judy
1292Aaronnsipals40 Fulau 17 Bran 16 Jenny 22 Siamuzambi
1292Aaronnsipal540 Fulau 17 Bran 16  Jenny 23 Mbozi
1292Aaronnsipal540 Fulau 17 Bran 16 Jenny 24 Mudongo
1292Aaronnsipal540 Fulau 17 Bran 16 Jeny 25 Boy
1292Aaronnsipal540 Fulau 17 Bran 16 Jeny 26 Chedo

1292Aaronnsipal>40 Fulau 1502Siamuzambi 1501 Bridget 1503Siamunkala
1292Aaronnsipals40  Fulau 1502Siamuzambi 1501 Bridget 1504Muntanga
1292Aaronnsipals40  Fulau 1502Siamuzambi 1597 Shelly  1598Boy
1292Aaronnsipals40 Fulau 1554Anderson 1555 Georgnalss6Girl
1292Aaronnsipal540 Fulau 1554Anderson 1555 Georginal557Lonis 1558 Monitor
1292Aaronnsipal540 Fulau 1554Anderson 1555 Georginal559Mbozi
1292Aaronnsipals40 Fulau 1554Anderson 1555 Georginal560Vicent
1292Aaonnsipal540 Fulau 1554Anderson 11163 Jenipher 1561Sunday
1292Aaronnsipals40 Fulau 1554Anderson 11163 Jenipher 1562Mutinta
1292Aaronnsipal540 Fulau 1554Anderson 11163 Jenipher 1563Ruth
1292Aaronnsipals40 Fulau 1554Anderson 11163 Jenipher 1564Miscarriage
1292Aaronnsipal540 Fulau 1554Anderson 11163 Jenipher 1565Irene
1292Aaronnsipals40 Fulau 1554Anderson 11163 Jenipher 1566Lydee
1292Aaronnsipals40 Fulau 1554Anderson 11163 Jenipher 1567Mweka
1292Aaronnsipals40 Fulau 1554Anderson 11163 Jenipher 1568Chimunya
1292Aaronnsipal540 Fulau 1554Anderson 11163 Jenipher 1569Kisco
1292Aaronnsipals40 Fulau 1554Anderson 1570 Lotia  1571Monica
1292Aaronnsipals40 Fulau 1554Anderson 1570 Lotia  1572Vela
1292Aaronnsipals40 Fulau 1573Mugandanga

1292Aaronnsipals40 Fulau 1580Sachikede

gr yPeopl eW t hNat al Uni ons: SELECT Chil dren. NurericlD AS Childl D, Children.Name AS ChildName, Unions.|D AS
Uni onl D, Unions. Start Year, Unions.StopYear FROM tblitnPeople AS Children LEFT JO N (tbl epdUni ons AS

Uni ons RI GHT JO N tbl | nkPeopl eUni ons AS Li nksChi | drenToUni ons ON Unions.|D =

Li nksChi | drenToUni ons. | nkUni onsl D) ON Chi | dren. Nunmeri cl D = Li nksChi | drenToUni ons. | nkPeopl el D WHERE

(((Li nksChi |l drenToUni ons. Rel ati onshi pType) =1)).

Q yAl | Peopl eSpouses: SELECT Al | Peopl eW t hUni ons. Nuneri cl D AS Egol D, Al |l Peopl eW t hUni ons. Name AS EgoNane,

Uni onsW t hAl | Peopl e. Nunericl D AS Spousel D, Uni onsW t hAl | Peopl e. Name AS SpouseNane,
Al | Peopl eW t hUni ons. Uni onl D, Al | Peopl eW t hUni ons. Nurreri cl D, Uni onsW t hAl | Peopl e. St art Year,

Uni onsW t hAl | Peopl e. St opYear FROM qr yAl | Peopl eUni ons AS Al | Peopl eW t hUni ons LEFT JO N gryAl | Peopl eUni ons
AS Uni onsW t hAl | Peopl e ON Al | Peopl eW t hUni ons. Uni onl D = Uni onsW t hAl | Peopl e. Uni onl D WHERE
(((A'l Peopl eW t hUni ons. Nuneri cl D) <>[ Uni onsW t hAl | Peopl e] . [ NunmericlD])).

Q yAl | Peopl eUni ons: SELECT tblitnPeople. NunericlD, tblitnPeople.Name, Unions.|D AS Unionl D,
Uni ons. Start Year, Unions.StopYear FROM tblitnPeople LEFT JO N (tblepdUnions AS Unions RIGHT JON
t bl I nkPeopl eUni ons ON Uni ons. | D = t bl | nkPeopl eUni ons. | nkUni onsI D) ON tblitnPeopl e. NumericlD =

t bl I nkPeopl eUni ons. | nkPeopl el D WHERE (((t bl | nkPeopl eUni ons. Rel ati onshi pType)=0 O
(tbl I nkPeopl eUni ons. Rel ationshi pType) Is Null)).
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TABLE 18: SAMPLE OF QUERY ON ANALYSISDATA SET:
GENEALOGY OF AARONNSIPA'S FAMILY, MAZULU VILLAGE®

Generation 0 Generation 1 Generdtion 2 Generaion 3
D Name F¥gpoueiD  Name FUF spouse 1D Name PN spouse 1D Name
1292Aaronnsipals40 Fulau 1582Siskagoma
1292Aaronnsipal540 Fulau 1583Chikwekwe 1584 David — 1585Jacklin
1292Aaronnsipals40 Fulau 1583Chikwekwe 1584 David  1586Gibson
1292Aaronnsipal540 Fulau 1583Chikwekwe 1584 David  1587Tinos
1292Aaronnsipals40 Fulau 1583Chikwekwe 1584 David — 1588Chikwekwe
1292Aaronnsipals40 Fulau 1583Chikwekwe 1589 Sondo  1590Maina
1292Aaronnsipals40 Fulau 1591Eunice 1592 Robby 1593Farless
1292Aaronnsipal540 Fulau 1591Eunice 1592 Robby 1594Fidence
1292Aaronnsipals40 Fulau 1591Eunice 1592 Robby 1595Lud
1292Aaronnsipals40 Fulau 1596Dobadoba
1292Aaronnsipals40 Fulau 1599Rontiya 1600 Peter  1601Mazuba
1292Aaronnsipaléll Mariyal612Boy
1292Aaronnsipal6ll  Mariyal613Girl
1292Aaronnsipal6ll Mariyal614Ngulube
1292Aaronnsipal61l  Mariyel615George
1292Aaronnsipal6ll Mariyal619Molly 1620 Davidson1621Boy
1292Aaronnsipal6ll Mariyel622Munamwide
1292Aaronnsipal6ll Mariyal623Ever
1292Aaronnsipal6ll Mariyel624Bighoy
1292Aaronnsipaléll Mariyal625Mujibeo
1292Aaronnsipal626 Julia 1628Mbozi
1292Aaronnsipal626 Julia 1629Siachibone 1630 Malala 1631Chikwekwe
1292Aaronnsipal626 Julia  1632Kephas
1292Aaronnsipalé26 Julia 1633Maclina
1292Aaronnsipal626 Julia 1634Grantea
1292Aaronnsipal626 Julia 1635Miscarriage
1292Aaronnsipal29l Ciibwal296Gertrude 1298 Sitikila
1292Aaronnsipal291 Ciibwal296Gertrude 1297 Davis  1299Boy
1292Aaronnsipal29l Ciibwal296Gertrude 1300 Clever
1292Aaronnsipal291  Ciibwal301Morden

The fina step in preparing the data involved the conversion of the cleaned and fully linked
raw files into the smple relationa representation shown in Figure 33. | constructed the
new database using Microsoft Access, and from that point on, the data were all managed
and manipulated using Microsoft Visua Basic and Microsoft Access SQL, both embedded
in Microsoft Access. The conversion step was relatively straightforward and set the stage

for rapid progress with anaysis.



Utilizing the benefits of the relational representation, | was able to write efficient,
consistent SQL and Visua Basic code to select appropriate records for analysis and finally
create the andysis files. The first step identified individuas in the sample for whom all
important dates were known, and for whom connections between spouses and parents and
children were also known. The dates | required are: birth date, death date, date of
censorship if lost to observation, and al dates describing conjugal unions. These data
selection processes removed roughly 3,000 individua records from the original 14,201
unigue individua records to result in a clean and complete individual data set containing
11,162 individuals, the composition of which is described below. Similar selection on the
unions table removed roughly 700 unions from the origina 4,000 to yield 3,300 well-
described unions. The time period covered by this dataset extends from the earliest
retrospective data that Colson and Scudder collected on the original sample in 1956 up
until 1995. Because of the retrospective data, there are dates stretching back into the late

1800s for the oldest members of the original enumeration.

The tables with which | finally started the analysis had the following attributes:

PEOPLE TABLE

TABLE 19: DESCRIPTION OF THE PEOPLE TABLE

Name: ThlitmPeople

Records: 11,162

Fields:

Name Type Description

ID Number Unique 1D for thisperson

Name Text Thisperson'sname

Village Text Thisperson'svillage

Sex Number This person's sex

Twin Binary Thispersonisamember of apair of twins
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SameSexTwin
BirthY ear
DegthY ear
EntryYea
InEvent

ExitY ear
OutEvent

Binary

Number
Number
Number
Number
Number
Number

This person isasame sex twin

This person'syear of birth

This person's year of deeth

Theyear this person entered observation

Event that initiated observation of this person
Theyear this person exited observation

Event that concluded observation of thisperson




UNIONSTABLE

TABLE 20: DESCRIPTION OF THE UNIONS TABLE

Name: ThblepdUnions

Records: 3,353

Fields:

Name Type Description

ID Number Unique ID for thisunion

StartType Number Typeof initiation for thisunion

SopType Number Type of termination for thisunion

StartY ear Number Y ear thisunion started

StopY ear Number Y ear thisunion ended
LINKS TABLE

TABLE 21: DESCRIPTION OF THE LINKS TABLE

Name: tblIinkPeopleUnions

Records: 13,789

Fields:

Name Type Description

ID Number Unique ID for thislink

LnkPeoplelD Number Link ID to the person associated with this link
InkUnionslD Number Link 1D to the Union associated with this link
LnkType Number Typeof thislink

LnkRank Number Rank of thislink

You will notice that all of the date fields are |labeled Year. That reveals one of the major
limitations of this dataset. The mgority of dates are defined with the precision of one year;
hence it is not possible to do any caculations with periods less than one year without

making assumptions about the timing of the event of interest over the period of one year.



SIZE AND COMPOSITION

The following sections present the overall size and composition of the well-defined sample
of the Gwembe Study populationover time. Thisinformation isincluded to familiarize the
reader with the general characteristics of the data set from which al of the demographic

indicators were calculated. The notation “1/1/19XX” indicates that the values refer to
reference dates at the beginning of a calendar year; for example, a growth rate is calculated

as the proportiona growth between the first of January on consecutive years.

POPULATION PYRAMID

12 10 8 6 4 2 0 2 4 6 8 10 12
Percent Total Population

O Male Percent of Tota @ Female Percent of Total

Figure 35 Gwembe Study Population Pyramid 1957-1995: Person Y ears Lived in Each Age Group asa
Percent of Total Person Years Lived (Male and Female)



POPULATION SIZE, GROWTH RATES, AND SEXRATIO BY YEAR

Table 22 through Table 24 display the size of the sample at the beginning of each year of
observation with the numbers of births and deaths during each subsequent year. The
demographic balancing equation is used to calculate the net additions to the sample that
cannot be accounted for by the births and deaths during the year. Two growth rates are
calculated from those numbers; 1) the total growth rate including growth (or decline) from
sources other than natura increase, and 2) the growth of the population due to natural

increase only.

The weighted average of the annua “net additions’ to the sample is 21 indicating that a
nonnegligible number of people join the smple for various reasons during each year.

These are primarily women (and their children) marrying into the sample.



TABLE 22: S1ZE AND SEX COMPOSITION OF ANALYSIS SAMPLE

OF THE GWEMBE STUDY POPULATION BY YEAR

Additions and Subtractions Growth Rates
Annua
Proportional
Growth of Annua
Net Recorded Proportional
Additionsto Recorded Sample ~ Sample Growth dueto Sex Ratio
Births Deaths Sample Population Population ~ Natural Increasse  Mae:Female per 100

Year During Year During Year During Y ear (V19X X) (/119X X) (/119X X) (/119X X)
1957 74 40 22 1199 -NA- -NA- 81.7
1958 113 53 8 1255 4.56% 2.80% 82.1
199 e 46 19 1323 5.28% 4.67% 85.C
1960 97 33 22 1375 3.86% 2.46% 87.1
1961 71 30 55 1461 6.07% 4.55% 87.1
1962 115 31 38 1557 6.36% 2.77% 86.7
1963 107 33 24 1679 7.54% 5.25% 87.2
1964 112 55 35 1777 5.67% 4.31% 87.€
1965 153 42 22 1869 5.05% 3.16% 86.2
1966 1 35 25 2002 6.87% 5.77% 86.€
1967 116 60 40 2113 5.40% 4.21% 86.2
1968 168 47 25 2209 4.44% 2.62% 87.5
1969 142 40 28 2355 6.40% 5.33% 88.4
1970 181 41 26 2485 5.37% 4.24% 89.C
1971 137 49 57 2651 6.47% 5.48% 90.0
1972 206 38 14 27% 5.33% 3.27% 90.7
1973 179 50 19 2978 6.31% 5.83% 91.¢
1974 156 57 32 3126 4.85% 4.24% 92.7
1975 203 48 35 3257 4.11% 3.12% 94.C
1976 n 40 38 3447 5.67% 4.65% 934
1977 181 42 29 3656 5.89% 4.84% 92.8
1978 192 79 42 3824 4.49% 3.73% 92
1979 201 79 37 3979 3.97% 2.91% 90.7
1930 229 58 57 4138 3.92% 3.02% 90.2
1981 239 60 44 4366 5.36% 4.05% 90.4
1982 209 63 -81 4589 4.98% 4.02% 91.C
1983 218 46 26 4654 1.41% 3.13% 92.C
1984 238 55 50 4852 4.17% 3.63% 92.2
1985 243 74 32 5085 4.69% 3.70% 91.8
1986 277 77 38 5286 3.88% 3.27% 91.C
1987 297 86 -16 5524 4.40% 3.71% 90.¢
1988 253 83 -24 5719 3.47% 3.75% 90.1
1989 287 90 29 5865 2.52% 2.93% 90.£
1990 38 83 44 6091 3.78% 3.30% 90.£
1991 370 114 28 6410 5.10% 4.42% 90.4
1992 314 80 -59 6694 4.34% 3.92% 90.4
1993 301 145 36 6869 2.58% 3.44% 90.8
1994 29 102 28 7061 2.76% 2.25% 90.4
1995 3R 123 -NA- 7286 3.14% 2.75% 91.2

21 4.33% 3.68% 90.5




TABLE 23: S1ZzE AND GROWTH OF ANALYSISSAMPLE: M ALE

Additions and Subtractions Growth Rates
Annual
Proportional Annual
Growth of Proportional
Net Additionsto  Recorded Sample Recorded Sample  Growth dueto

Births Deaths Sample Population Population Natural Increase

Y ear During Year During Year During Y ear (1/2/19XX) (/19X X) (1/2/19XX)
1957 45 23 5 539 -NA- -NA-
1958 64 27 5 566 4.89% 4.00%
1959 40 20 12 608 7.16% 6.33%
1960 55 19 4 640 5.13% 3.24%
1961 37 17 23 680 6.06% 5.47%
1962 56 15 18 723 6.13% 2.90%
1963 54 16 10 782 7.84% 5.52%
1964 49 25 12 830 5.96% 4.74%
1965 72 16 7 866 4.25% 2.85%
1966 62 21 9 929 7.02% 6.27%
1967 60 29 21 979 5.24% 4.32%
1968 92 29 11 1031 5.18% 3.12%
1969 74 21 12 1105 6.93% 5.93%
1970 100 21 7 1170 5.72% 4.68%
1971 68 24 30 1256 7.09% 6.53%
1972 110 20 6 1330 5.72% 3.44%
1973 89 22 11 1426 6.97% 6.55%
1974 88 26 12 1504 5.33% 4.59%
1975 100 27 14 1578 4.80% 4.04%
1976 98 19 16 1665 5.37% 4.52%
1977 87 19 10 1760 5.55% 4.64%
1978 75 39 18 1838 4.34% 3.79%
1979 91 34 15 1892 2.90% 1.94%
1980 117 29 21 1964 3.73% 2.97%
1981 121 29 22 2073 5.40% 4.38%
1982 113 36 -3 2187 5.35% 4.34%
1983 115 27 9 2230 1.95% 3.46%
1984 120 34 21 2327 4.26% 3.87%
1985 118 43 10 2434 4.50% 3.63%
1986 138 43 17 2519 3.43% 3.03%
1987 143 53 -11 2631 4.35% 3.70%
1988 126 41 -9 2710 2.96% 3.36%
1989 145 44 7 2786 2.77% 3.09%
1990 180 45 14 2894 3.80% 3.56%
1991 192 65 8 3043 5.02% 4.56%
1992 148 29 -28 3178 4.34% 4.09%
1993 162 87 9 3269 2.82% 3.68%
1994 167 50 7 3353 2.54% 2.27%
1995 166 74 -NA- 3477 3.63% 3.43%
7 4.40% 3.89%

97



TABLE 24: S1ZE AND GROWTH OF ANALYSIS SAMPLE: FEMALE

Additions and Subtractions Growth Rates
Annual
Proportiond Annual
Growth of Proportional
Net Additionsto  Recorded Sample Recorded Sample  Growth dueto

Births Deaths Sample Population Population Natural Increase

Y ear During Year During Year During Y ear (1/2/19XX) (/19X X) (1/2/19XX)
1957 29 17 17 660 -NA- -NA-
1958 49 26 3 689 4.30% 1.80%
1959 39 26 7 715 3.70% 3.28%
1960 42 14 18 735 2.76% 1.80%
1961 34 13 32 781 6.07% 3.74%
1962 59 16 20 834 6.57% 2.65%
1963 53 17 14 897 7.28% 5.03%
1964 63 30 23 947 5.42% 3.93%
1965 81 26 15 1003 5.75% 3.43%
1966 59 14 16 1073 6.75% 5.34%
1967 56 31 19 1134 5.53% 4.11%
1968 76 18 14 1178 3.81% 2.18%
1969 68 19 16 1250 5.93% 4.81%
1970 81 20 19 1315 5.07% 3.85%
1971 69 25 27 1395 5.91% 4.53%
1972 96 18 8 1466 4.96% 3.11%
1973 90 28 8 1552 5.70% 5.18%
1974 68 31 20 1622 4.41% 3.92%
1975 103 21 21 1679 3.45% 2.26%
1976 113 21 22 1782 5.95% A4.77%
1977 94 23 19 1896 6.20% 5.03%
1978 117 40 24 1986 4.64% 3.68%
1979 110 45 22 2087 4.96% 3.80%
1980 112 29 36 2174 4.08% 3.07%
1981 118 31 22 2293 5.33% 3.75%
1982 96 27 -47 2402 4.64% 3.72%
1983 103 19 17 2424 0.91% 2.83%
1984 118 21 29 2525 4.08% 3.41%
1985 125 31 22 2651 4.87% 3.77%
1986 139 34 21 2767 4.28% 3.48%
1987 154 33 -5 2893 4.45% 3.72%
1988 127 42 -15 3009 3.93% 4.10%
1989 142 46 22 3079 2.30% 2.79%
1990 178 38 30 3197 3.76% 3.07%
1991 178 49 20 3367 5.18% 4.29%
1992 166 51 -31 3516 4.33% 3.76%
1993 139 58 27 3600 2.36% 3.22%
1994 132 52 21 3708 2.96% 2.23%
1995 166 49 -NA- 3809 2.69% 2.13%
14 4.26% 3.50%




AGE COMPOSITION OF MALE POPULATION BY YEAR

TABLE 25: M ALE SAMPLE POPULATION BY AGE AND YEAR

Age at Beginning of Five-Year Interval

Yex 0-79 0 1 5 10 15 20 25 30 3H 40 45 50 55 @ 65 70 75

1957 584 45 103 8 58 62 3 ® 34 30 19 14 9 6 7 3 5 0
1958 630 64 112 8 76 49 41 6 38 29 24 10 12 8 5 4 5 0
1959 648 40 138 93 77/ 58 39 &6 38 28 28 8 13 9 4 4 4 1
1960 695 55 143 91 8 5 51 £ 63 25 3B 10 14 8 5 7 3 1
1961 717 37 149 107 8 59 56 4H 69 25 3B 12 13 9 4 8 1 3
1962 779 5 150 116 8 60 73 43 70 32 31 17 15 9 6 7 2 3
1963 836 54 155 142 8 8 60 S 72 3B 29 24 11 12 7 5 3 4
1964 879 49 168 154 93 8 71 & 75 36 26 30 10 13 7 4 4 3
1965 938 72 160 169 91 9% 67 6 51 63 24 38 10 15 9 3 7 3
1966 991 62 194 161 110 92 76 &6 54 69 23 38 12 15 9 2 8 1
1967 1039 60 194 178 117 98 72 & 47 74 31 32 19 16 8 4 7 2
1968 1123 92 194 176 143 93 93 6/ 61 76 36 30 25 10 14 5 5 3
1969 1179 74 228 185 151 98 9% 7 859 77 37 29 29 9 15 7 4 4
1970 1270 100 229 205 170 93 107 72 67/ 57 63 24 40 9 16 9 3 6
1971 1324 68 269 222 161 111 108 & 68 61 69 24 40 10 15 10 2 7
1972 1440 110 285 220 179 121 109 & 8 52 76 34 3R 20 16 9 3 6
1973 1515 89 307 261 171 148 104 102 69 66 /5 38 29 24 11 13 4 4
1974 1592 8 322 282 181 155 112 104 8 60 8 37 30 27 9 14 5 3
1975 1678 100 311 305 204 171 102 121 75 75 5 64 25 36 10 13 6 3
1976 1763 98 336 318 225 164 120 117 8 /5 60 70 25 38 11 12 7 1
1977 1847 87 333 367 225 183 126 124 8 90 51 74 33 31 18 13 6 1
1978 1913 75 329 371 262 176 152 121 105 75 65 74 37 29 23 8 9 2
1979 1983 91 307 38 280 188 163 130 105 8 58 78 3B 29 26 6 10 3
1980 2081 117 298 383 301 210 182 113 124 78 79 53 62 26 31 8 1 5
1981 2194 121 315 403 315 232 177 130 128 87 78 59 66 25 33 9 10 6
1982 2300 113 356 379 361 229 202 131 136 8 9% 50 73 3B 25 15 1 6
1983 2345 115 374 347 361 261 197 161 127 102 78 62 70 33 24 17 7 9
1984 2447 120 396 352 375 273 214 166 135 103 90 57 73 31 27 19 5 11
1985 2552 118 397 372 371 297 220 208 113 126 80 7/ S3 53 24 27 6 10
1986 2657 138 391 387 391 308 240 204 127 126 8 77 5/ 57 23 28 7 8
1987 2774 143 414 407 372 353 236 229 127 134 8 90 46 64 31 22 13 8
1988 2836 126 430 440 343 357 266 218 158 127 9 75 61 64 33 19 14 6
1989 2931 145 433 455 341 374 277 231 164 135 100 8 54 65 30 21 16 4
1990 3074 180 463 455 356 370 302 220 210 112 120 76 74 47 48 20 W 4
1991 3235 192 514 467 375 388 315 237 209 121 121 82 72 52 48 20 18 4
1992 3326 148 551 499 391 373 36 233 224 119 125 80 8 41 53 27 1B 8
1993 3431 162 558 515 428 342 35 264 216 148 117 93 70 56 53 29 15 9
1994 3520 167 551 534 455 343 374 276 218 153 119 93 81 49 5 27 W/ 8
1995 3643 166 557 574 451 360 369 301 205 197 101 108 74 65 4 3B 19 14




TABLE 26: M ALE SAMPLE PROPORTION BY AGE AND Y EAR (PERCENT)

Age at Beginning of Five-Year Interval

Yer 014 6579 1079 O 1 5 10 15 20 25 D 35 40 45 5 55 60 65 M 75
1957 5017 137 5076 7.71 17.64 1490 9.93 10.62 5.65 11.82 582 5.14 3.25 2.40 154 1.03 1.20 0.51 0.86 0.00
1958 5365 143 5841 1016 17.78 13.65 12.06 7.78 651 10.63 6.03 4.60 3.81 1.59 1.90 1.27 0.79 0.63 0.79 0.00
1959 5370 139 5818 6.17 21.30 14.35 11.88 8.95 6.02 1019 586 4.32 4.32 1.23 201 1.39 0.62 0.62 062 0.15
1960 5410 158 5842 7.91 2058 13.09 1252 7.91 7.34 604 9.06 3.60 504 144 201 1.15 0.72 1.01 043 0.14
1961 5272 167 5014 516 20.78 1492 11.85 823 7.81 628 9.62 3.49 4.88 1.67 181 1.26 056 1.12 014 0.42
1962 5276 154 5866 7.19 19.26 14.89 1142 7.70 937 552 899 4.11 398 2.18 1.93 1.16 0.77 0.90 0.26 0.39
1963 5239 144 5801 6.46 1854 16.99 1041 9.69 7.18 658 861 4.19 3.47 2.87 132 1.44 0.84 0.60 036 0.48
1964 5279 125 5779 557 1911 17.52 1058 9.67 808 580 853 4.10 296 341 1.14 1.48 0.80 046 046 0.34
1965 5245 139 5725 7.68 17.06 18.02 9.70 10.13 7.14 650 544 6.72 256 4.05 1.07 1.60 0.96 0.32 0.75 0.32
1966 5318 111 5792 6.26 1958 16.25 11.10 9.28 7.67 656 545 6.96 2.32 3.83 121 1.51 091 0.20 081 0.10
1967 5284 125 5842 577 18.67 1713 11.26 943 6.93 7.70 452 7.12 2.98 3.08 1.83 1.54 0.77 0.38 0.67 0.19
1968 5387 116 5886 819 17.28 1567 12.73 828 828 597 543 6.77 3.21 2.67 223 0.89 1.25 045 045 0.27
1969 5411 127 5869 6.28 19.34 15.69 1281 831 814 653 500 6.53 3.14 2.46 246 0.76 1.27 0.59 034 0.34
1970 5543 142 5795 7.87 1803 16.14 1339 7.32 843 567 528 4.49 496 1.89 315 0.71 1.26 0.71 0.24 0.47
1971 5438 144 5778 514 2032 16.77 1216 838 7.78 634 514 4.61 521 1.81 302 0.76 1.13 0.76 015 0.53
1972 5514 125 5729 7.64 19.79 1528 1243 840 757 576 590 3.61 528 2.36 222 1.39 1.11 0.63 0.21 0.42
1973 5465 139 5663 5.87 20.26 17.23 11.29 9.7/ 6.86 6.73 455 4.36 4.95 251 191 1.58 0.73 0.86 0.26 0.26
1974 5484 138 5653 553 2023 17.71 11.37 9.74 7.04 653 515 3.77 5.09 2.32 1.88 1.70 057 0.88 031 0.19
1975 5483 131 5733 596 1853 1818 12.16 10.19 6.08 7.21 4.47 4.47 3.40 3.81 149 2.15 0.60 0.77 036 0.18
1976 5542 113 5735 556 19.06 18.04 12.76 9.30 681 664 488 4.25 340 3.97 142 2.16 0.62 0.68 040 0.06
1977 5479 108 5739 4.71 18.03 19.87 1218 9.91 6.82 6.71 4.60 4.87 2.76 4.01 1.79 1.68 0.97 0.70 0.32 0.05
1978 5421 099 5949 392 17.20 19.39 13.70 920 7.95 633 549 3.92 340 3.87 193 1.52 1.20 042 047 0.10
1979 5361 096 6051 4.59 1548 1942 14.12 948 822 656 530 4.49 292 3.93 1.77 1.46 1.31 0.30 050 0.15
1980 5281 115 6165 5.62 14.32 1840 14.46 10.09 875 543 596 3.75 3.80 2.55 298 1.25 1.49 0.38 053 0.24
1981 5260 114 6L76 5.52 14.36 18.37 14.36 10.57 8.07 593 583 3.97 3.56 2.69 301 1.14 1.50 041 046 0.27
1982 5257 139 6313 491 1548 1648 1570 9.96 878 570 591 3.70 413 2.17 317 143 1.09 0.65 048 0.26
1983 5104 141 6435 4.90 1595 14.80 15.39 11.13 840 687 542 4.35 3.33 2.64 299 141 1.02 0.72 030 0.38
1984 5080 143 6453 4.90 16.18 14.38 1532 11.16 875 6.78 552 4.21 3.68 2.33 298 1.27 1.10 0.78 0.20 0.45
1985 4929 168 6524 4.62 1556 1458 14.54 11.64 862 815 443 4.94 313 3.02 208 2.08 094 1.06 0.24 0.39
1986 4919 162 6553 519 14.72 1457 14.72 1159 9.03 7.68 478 4.74 3.31 2.90 215 2.15 0.87 1.05 0.26 0.30
1987 4816 155 6525 516 14.92 14.67 1341 12.73 851 826 458 4.83 3.06 3.24 166 2.31 112 0.79 047 0.29
1988 4721 138 6483 4.44 1516 1551 12.09 1259 938 7.69 557 4.48 349 2.64 215 2.26 1.16 0.67 049 0.21
1989 4688 140 6476 4.95 14.77 1552 11.63 12.76 945 7.88 560 4.61 341 2.93 184 2.22 1.02 0.72 055 0.14
1990 4730 133 6428 5.86 15.06 14.80 11.58 12.04 9.82 7.16 6.83 3.64 3.90 2.47 241 153 1.56 0.65 055 0.13
1991 4785 130 6374 594 1589 14.44 1159 11.99 974 7.33 646 3.74 3.74 253 223 1.61 148 0.62 056 0.12
1992 4778 150 6398 4.45 16.57 15.00 11.76 11.21 10.70 7.01 6.73 3.58 3.76 2.41 250 1.23 1.59 0.81 045 0.24
1993 4847 154 6400 4.72 1626 15.01 1247 9.97 1038 7.69 6.30 4.31 341 2.71 204 1.63 1.54 0.85 044 0.26
1994 4849 148 6443 4.74 15.65 1517 12.93 9.74 10.63 7.84 6.19 4.35 3.38 2.64 230 1.39 1.56 0.77 048 0.23
1995 4798 195 6440 4.56 1529 15.76 12.38 9.88 1013 826 563 541 2.77 2.96 203 1.78 1.21 1.04 052 0.38
5795 5090 139 6190 541 16.66 16.02 12.80 1040 868 7.11 575 447 359 2.79 218 159 1.15 0.71 043 0.25
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AGE COMPOSITION OF FEMALE POPULATION BY YEAR

TABLE 27: FEMALE SAMPLE POPULATION BY AGE AND YEAR

Age at Beginning of Five-Year Interval

Yex 0-79 0 1 5 10 15 20 25 30 3H 40 45 50 55 @ 65 70 75

1957 689 29 112 79 70 8 7% &8 51 A4 2 14 17 16 7 4 4 1
1958 738 49 109 8 69 8 7B ® 62 3B 26 14 17 15 1 2 5 1
1959 754 39 114 9 68 93 65 & 58 4 23 14 15 18 1 2 5 1
1960 777 42 118 100 74 75 91 &6 67/ 4 31 15 17 14 13 4 5 1
1961 815 34 114 119 8 8 8 72 6/ 51 29 20 183 16 12 6 3 3
1962 893 59 127 119 90 8 104 ® 68 52 33 21 14 16 15 7 3 1
1963 950 53 144 131 9 88 10/ & 69 61 34 26 13 17 13 9 2 2
1964 1010 63 163 132 111 8 119 74 8 59 43 2 15 15 14 9 2 2
1965 1084 81 169 148 107 101 100 105 67 67 45 29 19 17 14 10 1 4
1966 1132 59 203 142 122 109 110 VW 72 70 5 27 24 13 18 10 2 3
1967 1190 56 211 167 122 117 102 111 78 70 51 32 2 15 18 12 3 3
1968 1254 76 208 170 134 118 112 113 8 69 62 34 26 13 19 9 5 2
1969 1318 68 224 192 138 129 109 123 76 83 60 43 24 15 14 12 6 2
1970 139% 81 215 222 153 117 130 108 105 67 70 45 31 18 15 9 9 1
1971 1464 69 242 232 145 139 135 118 100 74 72 51 28 23 13 13 8 2
1972 1562 9% 259 228 170 144 142 108 115 81 71 53 32 20 17 12 11 3
1973 1642 90 276 253 176 154 140 117 116 8 70 63 32 24 15 14 9 5
1974 1690 68 292 266 190 157 150 113 123 8 8 59 40 22 17 12 11 6
1975 1782 103 272 267 219 176 135 135 109 106 69 68 45 27 17 17 9 8
1976 189 113 308 280 231 170 164 135 119 9 76 70 50 25 21 14 13 7
1977 1990 94 325 320 231 198 164 145 106 117 8 70 51 30 19 16 13 10
1978 2103 117 330 330 257 195 187 146 116 116 89 68 62 30 23 14 15 8
1979 2197 110 374 324 269 213 198 155 112 121 8 83 58 39 20 16 1 9
1980 2286 112 370 346 266 245 218 138 136 105 109 70 68 42 26 15 14 6
1981 2411 118 374 386 282 257 212 172 137 116 100 8 68 47 25 17 11 7
1982 2498 96 389 388 316 262 241 175 143 104 117 8 70 47 30 17 1 8
1983 2527 103 370 388 324 272 232 19% 145 109 110 8 68 57 26 21 1 7
1984 2643 118 379 430 315 281 262 201 156 105 115 79 81 54 3#A 17 10 6
1985 2776 125 386 438 342 291 279 232 138 131 98 104 68 65 38 23 O 9
1986 2906 139 397 444 379 309 203 214 172 134 107 94 78 64 4 2 10 6
1987 3047 154 431 448 376 343 303 244 169 140 9 111 8 65 4 26 9 7
1988 3136 127 469 452 387 349 324 237 186 143 106 107 8 66 54 23 12 7
1989 3221 142 468 460 424 338 323 263 184 153 98 111 7/ 80 51 32 1 6
1990 3375 178 485 460 436 35 341 275 214 130 122 93 101 64 63 37 18 2
1991 3545 178 525 486 438 400 348 292 199 164 127 100 9 73 61 4 17 3
1992 3682 166 538 529 447 404 381 292 225 164 136 8 107 75 64 41 22 5
1993 3739 139 558 536 441 407 384 310 229 179 141 9 101 79 64 48 2 7
1994 3840 132 548 549 455 444 389 311 260 178 149 94 106 72 73 4 D 7
1995 3975 166 505 600 452 461 398 330 264 209 125 120 8 93 58 59 R 15
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FEMALE SAMPLE PROPORTION BY AGE AND YEAR (PERCENT)

1970

5795

Age at Beginning of Five-Year Interval

0-14 65-79 10-79

42.09
4282
4244
42.99
42.70
4423
44.95
4644
46.59
4647
46.72
46.89
47.19
4807
46.99
4821
4842
48.28
48.32
49.18
48.74
4917
49,02
47.86
4811
47.60
46.89
46.99
46.51
46.77
46.24
45.76
46.38
46.19
45,90
45.63
44.77
43.85
43.35

131
1.08
106
129
147
123
137
129
138
133
151
128
152
1.36

6807
6653
66.58
6654
67.24
6585
6547
64.55
63.28
64.31
6353
6380
6328
62.89
6291
62.68
62.30
62.96

46.41

421
6.64
517
541
4.17
6.61
558
6.24
147
521
471
6.06
5.16
5.80
471
6.15
5.48
4.02
5.78
5.96
472
5.56
5.01
4.90
4.89

4.08
4.46
4.50
4.78
5.05
4.05
441
5.27
5.02
4,51
3.72
3.44
4.18

4.81

1 5 10 15

16.26 11.47 10.16 12.34
14.77 1206 9.35 11.79
1512 1313 9.02 12.33
15.19 12.87 952 9.65
13.99 14.60 9.94 10.67
14.22 13.33 10.08 9.85
15.16 13.79 1042 9.26
16.14 13.07 10.99 8.32
15,59 13.65 9.87 9.32
17.93 1254 10.78 9.63
17.73 14.03 10.25 9.83
16.59 13.56 10.69 9.41
17.00 14.57 1047 9.79
15.40 15.90 1096 8.38
16.53 15.85 9.90 9.49
16.58 14.60 10.88 9.22
16.81 1541 10.72 9.38
17.28 15.74 11.24 9.29
15.26 14.98 12.29 9.88
16.25 14.78 12.19 8.97
16.33 16.08 11.61 9.95
15.69 15.69 12.22 9.27
17.02 14.75 12.24 9.70
16.19 15.14 11.64 10.72
15.51 16.01 11.70 10.66
15.57 15.53 12.65 10.49
14.64 15.35 12.82 10.76
14.34 16.27 11.92 10.63
13.90 15.78 12.32 10.48
13.66 15.28 13.04 10.63
14.15 14.70 12.34 11.26
14.96 14.41 12.34 11.13
14.53 14.28 13.16 10.49
14.37 13.63 12.92 10.55
14.81 13.71 12.36 11.28
14.61 14.37 12.14 10.97
14.92 14.34 11.79 10.89
14.27 14.30 11.85 11.56
12.70 15.09 11.37 11.60

15.14 14.70 11.77 10.44

20

25 P 3B 40 45 D 5 60 66 M 75

11.03 9.87 740 4.93 319 2.03
1057 935 840 4.74 352 1.90

8.62
1171
10.80
11.65
11.26
11.78
9.23
9.72
8.57
893
827
931
922
9.09
853
8.88
7.58
8.65
824
8.89
9.01
954
8.79
9.65
9.18
9.91
10.05
10.08
9.94
10.33
10.03
10.10
9.82
10.35
10.27
10.13
10.01

9.68

1127 7.69

849
883
851
8.63
733
9.69
8.66
9.33
901
9.33
7.74
806
6.91
713
6.69
758

815
824
7.93
829
810
830

7.89

5.84 3.05 1.86
5.66 3.99 1.93
6.26 3.56 2.45
5.82 3.70 2.35
6.42 358 2.74
5.84 4.26 2.18
6.18 4.15 2.68
6.18 4.42 2.39
5.88 4.29 2.69
550 4.94 2.71
6.30 4.55 3.26
4.80 5.01 3.22
5.05 4.92 3.48
519 4.55 3.39
5.36 4.26 3.84
4.73 4.97 3.49
5.95 3.87 3.82
522 401 3.69
5.88 4.07 352
552 423 3.23
551 3.87 3.78
4.59 4.77 3.06
4.81 415 3.40
4.16 4.68 3.36
4.31 435 348
3.97 435 2.99
472 353 3.75
4.61 3.68 3.23
459 312 364
593 4.56 3.38 341
571 4.75 3.04 345
6.34 3.85 3.61 2.76
561 4.63 358 2.82
6.11 4.45 3.69 2.34
6.12 4.79 3.77 254
6.77 4.64 3.88 2.45
664 5.26 3.14 3.02

862
822
761
7.26
822
6.18
6.36
6.55
6.70
5.77
752
6.83
7.36
7.06
7.28
6.12
6.28
533
552

592
555

6.23 4.94 3.92 3.08

247
230
199
219
160
157
137
149
175
212
185
207
182
222
191
205
195
237
253
264
2.56
295
264
297
282
280
269
3.06
245
268
269
277
2.39
299
254
291
2.70
2.76
221

251

232 1.02 058
2.03 149 0.27
2.39 146 0.27
1.80 1.67 0.51
1.96 1.47 0.74
1.79 1.68 0.78
1.79 1.37 0.95
1.49 1.39 0.89
157 1.29 0.92
1.15 1.59 0.88
126 151 101
1.04 152 0.72
1.14 1.06 0.91
1.29 1.07 0.64
1.57 0.89 0.89
1.28 1.09 0.77
1.46 0.91 0.85
1.30 1.01 0.71
1.52 0.95 0.95
132 111 0.74
1.51 0.95 0.80
143 1.09 0.67
1.78 0.91 0.73
1.84 1.14 0.66
1.95 1.04 0.71
1.88 1.20 0.68
2.26 1.03 0.83
2.04 1.29 0.64
2.34 1.37 0.83
220 151 0.76
213 1.44 0.85
210 1.72 0.73
248 1.58 0.99
1.90 1.87 1.10
206 1.72 1.24
204174 111
211171 1.28
1.88 1.90 1.15
2.34 146 148

1.88 1.39 0.90

0.58
068
0.66
064
0.37
034
021
0.20
0.09
0.18
0.25
040
0.46
064
0.55
0.70
0.55
0.65
051
0.69
0.65
0.71
0.50
0.61
046
044
044
0.38
0.32
034
0.30
0.38
034
0.53
048
0.60

0.15
0.14
0.13
0.13
0.37
011
021
0.20
0.37
0.27
0.25
0.16
0.15
0.07
0.14
0.19
0.30
0.36
0.45
0.37
0.50
0.38
0.41
0.26
0.29
0.32
0.28
0.23
0.32
021
0.23
0.22
0.19
0.06
0.08
0.14
056 0.19
0.76 0.18
081 0.38

050 0.24
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SEX RATIO BY AGE BY YEAR

SAMPLE SEX RATIOBY YEAR AND AGE (M ALES/FEMALES)

Year

Age a Beginning of Five-Y ear Interval

0-79

10

15

20

25

30 35 40 45 D B 60 65

75

1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995

57-95

0.85
0.85
0.86
0.89
0.88
0.87
0.88
0.87
0.87
0.88
0.87
0.90
0.89
0.91
0.90
0.92
0.92
0.94
0.94
0.93
0.93
0.91
0.90
0.91
0.91
0.92
0.93
0.93
0.92
091
0.91
0.90
0.91
091
0.91
0.90
0.92
0.92
0.92

0.90

155
131
1.03
131
1.09
0.95
1.02
0.78
0.89
1.05
107
121
1.09
1.23
0.99
115
0.99
129
0.97
0.87
0.93
0.64
0.83
1.04
1.03
118
112
1.02
0.94
0.99
0.93
0.99
1.02
1.01
1.08
0.89
117
127
1.00

1.03

0.92
1.03
121
121
131
118
1.08
1.03
0.95
0.96
0.92
0.93
1.02
107
111
110
111
110
114

102
1.00
0.82
0.81
0.84
0.92
1.01

103
0.98
0.96
0.92
0.93
0.95
0.98
1.02
1.00
101
110

101

1.10
0.97
0.94
0.91

097
1.08
117
114
113
107

096
0.92
0.96
0.96
1.03
1.06
114
114
115
112
119
11
104
0.98
0.89
0.82
0.85
0.87
0.91
0.97
0.99
0.99
0.96
0.94
0.96
097
0.96

1.00

0.83
110
113
118
1.05
0.99
0.88
0.84
0.85
0.90
0.96
107
1.09
111
111
1.05
0.97
0.95
0.93
0.97
0.97
1.02
1.04
113
112
114
111
119
1.08
1.03
0.99
0.89
0.80
0.82
0.86
0.87
0.97

1.00
0.99

0.73
0.56
0.62
0.73
0.68
0.68
0.92
101
0.94
0.84
0.84
0.79
0.76
0.79
0.80
0.84
0.96
0.99
0.97
0.96
0.92
0.90
0.88
0.86
0.90
0.87
0.96
0.97
1.02
1.00
103
1.02
111
104
0.97
0.92

0.77
0.78

0.91

0.43
0.53
0.60
0.56
0.64
0.70
0.56
0.60
0.67
0.69
0.71
0.83
0.88
0.82
0.76
0.77
0.74
0.75
0.76
0.73
0.77
0.81
0.82
0.83
0.83
0.84
0.85
0.82
0.79
0.82
0.78
0.82
0.86
0.89
0.91
0.93
0.93
0.96
0.93

0.82

101
0.97
0.78
0.64
0.63
0.57
0.67
0.69
0.58
0.66
0.72
0.59
0.63
0.67
0.71
0.77
0.87
0.92
0.90
0.87
0.86
0.83
0.84
0.82
0.76
0.75
0.82
0.83
0.90
0.95
0.94
0.92
0.88
0.80
0.81
0.80
0.85
0.89
0.91

0.83

0.67
0.61
0.66
094
1.03
1.03
1.04
0.90
0.76
0.75
0.60
0.73
0.78
0.64
0.68
0.74
0.59
0.67
0.69
0.72
0.80
091
0.94
091
0.93
0.95
0.88
0.87
0.82
0.74
0.75

0.88
0.83
0.64
0.57
0.49
0.62
0.57
0.61
0.94
0.99
1.06
110

0.86
0.92
122
113
121
0.94
0.85
0.60
053
0.46
0.61
0.58
0.62
0.90
0.96
107
107
0.96
0.83
0.79
0.63
0.73
0.68
0.72
0.78
081
0.71
0.78
0.82
0.82
0.89
0.93
102
0.98

1.00
0.71
057
067
0.60
081
0.92
1.36
131
141
1.00
0.88
0.67
053
047
064
0.60
063
0.94
1.00
1.06
1.09
094
0.76
0.72
0.60
0.70
0.72
0.74
0.82
081

053
0.71
0.87
0.82
1.00
107
0.85
0.67
053
0.50
0.86
0.96
121
129
143
100
0.91
0.75
0.56
0.50
0.65
0.60
0.60
091
0.97
104
103
0.90
0.78
0.73
0.56
0.70
0.70
0.73
0.80
0.78
0.69
0.76
0.84

0.77

0.38
0.53
0.50
057
0.56
0.56
0.71
0.87
0.88
115
107
0.77
0.60
0.50
043
1.00
1.00
123
133
152
103
0.97
0.74
0.62
0.53
0.70
0.58
057
0.82
0.89
0.98
0.97
081
0.73
0.71
0.55
0.71
0.68
0.70

0.75

100
045
0.36
038
033
040
054
050
064
050
044
074
107
107
115
04
0.73
053
059
052
095
100
130
119
132
083
092
0.79
0.63
052
0.70
061
059
0.76

0.75
2.00
2.00
175
133
1.00
0.56
0.44
0.30
0.20
0.33
0.56
0.58
1.00
0.77
0.75
0.93
117
0.76
0.86
0.81
0.57
0.38
0.53
0.53
0.88
0.81
112
117
127
0.85
0.83
0.66
0.54
0.45
0.66
0.60
0.61
0.64

0.72

091
0.79
0.91
1.00
0.64

067
0.70
1.44
117
1.45
094
1.06
0.68
0.71
0.59
0.59

0.83

0.00
0.00
1.00

1.00
3.00
2.00
150
0.75
0.33
0.67

2.00
6.00
3.50
2.00
0.80
0.50
0.38
0.14
0.10
0.25
0.33
0.83
0.86
0.75
129

lll
133
114
0.86
0.67
2.00
133
1.60
129
114
0.93

1.07
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METHOD OF ANALYSIS
DISCRETE TIME EVENT HISTORY ANALYSIS

All of the demographic indicators presented below were calculated using discrete-time
event history anadysis (Allison 1982; Allison 1984; Petersen 1995). Discrete-time event
history analysis (DTEHA) is a relatively straightforward method to analyze event-based

longitudinal processes.

The objective is to estimate the probability that an event will occur to a unit of analysis
over a ddined period of time - the hazard associated with that event. The model assumes
that time can be broken down into sufficiently brief, discrete quanta or granules that the
hazard of an event occurring during one granule is approximately constant. With this
assumption, the life of a unit of analysisis divided into granules, and the state occupied by
the unit of analysis at the start of each granule is defined. For each unit of analysis and for
each granule that they live during the period of the study, a record is created in the analysis
data set to record the state of the unit of andlysis a the start of the granule and whether or
not the event(s) of interest occurred during the granule. In practice, the units of analysis are
usualy people and the granules are often years or months, hence the synthetic unit of

analysis is the person-month or person year.

The resulting data set is a collection of itemgranules representing the discretized history of

the original units of analysis, or items. Ordinary logistic regression is used to estimate the
probability of occurrence of the event(s) of interest over the period of one granule as a
function of the states occupied by the units of anaysis at the start of the granules. In
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practice, the states are described by a collection of variables that can take any type of value,
including continuous. Both constant and time- varying covariates may be addressed with
this approach; a constant attribute takes the same value for al of the item-granules
associated with asingle unit of analysis, whereas a time- varying attribute takes on different
values for each itemrgranule associated with a single unit of analysis. One of the most
important time-varying covariates is the period of history during which a granules falls.

For example, a person living through the period 1970 to 1975 contributes five personyears,
and the “year” attribute of each records the calendar year over which the granule (year) was

lived.

Two particular benefits result from the use of the DTEHA approach: 1) it is possible to
obtain a good estimate of the base hazard, and 2) al of the benefits of logistic regression
are available, including the ability to easily include dummy variables and form al sorts of
interactions with them. Moreover because logistic regression is common, the method is
easily understood and interpreted by most people with a basic education in statistics, which
greatly facilitates the communication of results. Counteracting those is the one large
drawback that usualy prevents andysts from using this technique. The preparation of the

analysis data set can be difficult, is tedious and is unusualy prone to error.

The most common aternative is to analyze longitudinal data using the proportional hazards
mode proposed by Cox. While using different approaches, the two methods produce the
same understanding of the underlying event histories, and | have chosen to use the DTEHA

approach because it is possible for me to manipulate the data without too much trouble, and
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| prefer the flexibility of the logistic regression framework and the fact that it produces
estimates of the hazards for all defined states of the unit of analysis. The final product of
DTEHA is a set of estimates of the hazard of occurrence of the event(s) of interests for
each state that has been defined for the unit of analysis in the discrete-time event history
data set. For example, if | were analyzing mortality, | would produce a set of estimates of
the annual hazard of death at each age for males and females during each time-period over

which the study population lived.

ANALYSISFILES

Three discrete-time event history files were created to analyze the demography of the
Gwembe Tonga. The first positions the individua as the unit of analysis and uses one year
as the size of the granule. The result is a personyear file describing the discretized life
histories of the sample of the Gwembe Study population used for this analysis. The states

and events that are recorded pertain to individual people.

The second is organized around conjugal unions and years to create a union-year file

describing the discretized history of couples living in conjuga relationships. In this case
the states and events described pertain to couples in conjugal unions. For example, the

birth of a child, the dissolution of the union, or the marrying of a cowife.

The third is a completely synthetic file that was created to estimate the annua hazard of
forming a union for two people with specific attributes. This file is discussed in detail

below.
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The demographic indicators are calculated over the period 1957 to 1995. 1957 is the first
complete year over which data are collected prospectively, and 1995 is the last year for

which data were input to machine readable form.

PERSON-YEARFILE

The three base tables of the clean, well-defined sample of the Gwembe Study population
form the basis of the personyear file. A number of SQL (Appendix B) statements were
used to associate, group, count and define various attributes and events pertaining to

individuas in the sample. For each year lived by each individua between 1957 and 1995,

arecord was added to the personyear file and al of the variables defined to reflect the state
of the reference person at the beginning of the year and whether or not any of the events of

interest occurred during the year. The resulting personyear file has this structure:
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TABLE 28: DESCRIPTION OF THE PERSON-YEAR TABLE

Name: tblIndividuaY ears

Records: 85,870 records representing 155,229individua observed person years

Fields:

Field Name Type Description

ID Number UniquelD for thisrecord

Frequency Number Number of recordswith these attributes

Year Number Higtorica year of thisgranule

Village Number Villagewith which the personisassociaed

Sex Number The person's sex

Age Number Theperson'sage

Dying Number True = the person diesthis year

Single Number True = the personissingle thisyear

Marrying Number True = the person marriesthisyear

Married Number True=thepersonismarried thisyear

Separating Number True = the person is separating this year

Marriages Number Number of spousesthisperson has

Unions Number Number of unionsthe person isinitiating this year
Separations Number Number of unionsthe person isterminating thisyear
Fertile Number True = the person has had at least one birth
MaeChildBirth Number True=amadechild born thisyear

MaeChildDesth Number True=amale child desth thisyear
FemaleChildBirth Number True=afemae child bornthisyear
FemaeChildDegth Number True = afemale child death this year
MaleBirthsThisY ear Number Number of malechildren bornthisyear
MaeDesthsThisY ear Number Number of male children dying thisyear
FemaleBirthsThisY er Number Number of female birthsthisyear
FemaeDeathsThisY ear Number Number of female deathsthisyear

MaleBirths Number Total malebirthsto this person
SurvivingMaeBirths Number Tota surviving mae birthsto this person
FemaeBirths Number Total female birthsto this person
SurvivingFemaleBirths Number Total surviving femae birthsto this person
LastBirthSex Number Sex of this person'slast birth

LastBirthAlive Number True = this person'slast hirth isdive
LastBirthYears Number Y ears since this person's last birth

MothernSample Number True = this person's mother isin the anadysis sample
FatherlnSample Number True = this person'sfather isin the anaysis sample
MotherDead Number If dead, the number of years since the death of this person’'s mother
FatherDead Number If dead, the number of years since the death of this person'sfather

UNION-YEAR FILE
Like the person-year file, the unionyear file was constructed from the three base tables of

the clean, well-defined sample of the Gwembe Study populationusing a series of SQL and

* The raw item-granule file was aggregated at the record level to make asmaller analysisfile. Thiswas accomplished by
identifying all groups of identical records, those that share the same valuesin al fields, and counting the number of records

in each group. That number is the frequency recorded in the analysis data set. The values of the other fieldsin the group
for which the frequency isrecorded are recorded in the remaining fieldsin the analysis data set.
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Visua Basic statements. For each year survived by each union between 1957 and 1995, a

record was added to the union year file and all of the state and event variables defined. The

resulting union year file has this structure:

TABLE 29: DESCRIPTION OF THE UNION-Y EAR TABLE

Name: TbiMarriedPairY ears

Records: 20,287 records representing 20,344 obsaved married pair-years

Fields:

Name Type Description

ID Number UniquelD for thisrecord

Frequency Number Number of records with these attributes
Year Number Historical year of thisgranule

Wedding Number True=thispair ismarrying thisy
Separation Number True=thispair is separating this year
Cowives Number Number of cowivesin thisunion
MarryingCowife Number True = marrying acowife this year
SeparatingCoWife Number True = separating from acowife thisyear
MaeVillage Number Village with which the male is associated
MaeAge Number Ageof themale

MaleDying Number True=malediesthisyear
FemaeVillage Number Village with which the female is associated
FemaeAge Number Ageof thefemde

FemaeDying Number True=femaediesthisyear

ParAge Number Ageof theunion

PairFertile Number True=thispair hashad at least on child
PairMaleChildBirth Number True = male child birth thisyear
PairMaeChildDegth Number True = male child death thisyear
PairFemaleChildBirth Number True =femae child birth thisyear
ParFemaeChildDegth Number True=female child death thisyear
PairMaleBirths Number Total number of mail birthsto this pair
ParSurvivingMd eBirths Number Tota number of surviving male birthsto this pair
PairFemaleBirths Number Total number of femae birthsto thispair
PairSurvivingFemaleBirths Number Total number of surviving female birthsto this pair
PairLastBirthSex Number Sex of thelast birth to this pair
PairLastBirthAlive Number True=last birth to thispair isdive
PairLastBirthY ears Number Yearssincethelast birth to this pair

UNMARRIED UNION-YEAR FILE

The unmarried union-year file differs from the other two in that it is completely synthetic

and does not represent the history of rea people or unions. The aim is to estimate the

20 Some pairs marry and divorce in the same year, and because they are exposed to the risk of events specific to married
pairs during that time, they areincluded in this data set and differentiated by avalue in the Wedding field.
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hazard of forming a union for two people with various characteristics. The challenge is to
do this in a way that takes account of the proportional growth of the population - the
scaling problem. As the population grows, the number of potential couples increases a a
rate twice that of the growth rate of the population?!. At the same time, the number of

unions grows at arate equal to that of the population. This results from the fact that the
growth in the number of unions cannot exceed the growth in the population of the sex with
the dowest growth rate. One way of estimating the hazard of union for a closed populatio n
of available men and women over time would be to use the population of potential unions
as the denominator, and the number of unions formed during each granule of time as the
numerator??,  However because of the scaling problem just described, this is not
appropriate. The solution is to multiply the number of potential couples by a correction

factor that nullifies the scaling problent?, or preferably, to construct a more appropriate
population of potential couples. | chose the latter solution for two reasons: 1) it is less
prone to error, and 2) it provides the basis for a clean, elegant algorithm for pairing people

in the smulation described in Part 3.

For each granule of time, the following procedure was performed using Visual Basc and

SQL to create the unmarried union-year records for the granule. Using the three clean,

2L |f the population is growing at an annual proportional rate of r, and if the populations of available men and women are
growing at the same rater, then the population of potential couplesis:

mqt f 4t — pm f rt
PIE R e =P P e,
and the annual proportional growth rateof the number of potential couplesis2r.

22 Denominator and numerator are used here to signify the pool of potential events, and the number of events that actually
occur.
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well-defined base tables, each available man is paired with each available women to form a
total population of potential unions. That population of potential unions is divided into a
number of subpopulations based on characteristics of the men, women and possibly of the
potential pair. These include the ages of the men and women, the number of wives the men
already have, the reproductive histories of the men and women and maybe whether the pair
has ever been married. Each subpopulation is completely defined by those attributes, and
the potential pairs within the subpopulation are assumed to be indistinguishable. Within
each of these homogeneous subpopulations, or cells, the maximum number of possible
unions is determining by comparing the number of men to the number of women in the
cel. The maximum number of possible unions is equal to the minimum of those two
numbers; for example, if there were 32 men and 39 women in a cell, the maximum number
of unions would be 32. That completes the determination of the denominator. The
numerator is calculated by determining the number of unions that actually formed in the
cell. Once those are known, a number of records equal to the maximum number of
possible unions is added to the analysis data set, the attributes of the cell are recorded in
each of those records, and in a number equa to the number of unions that formed, it is
recorded that a union was formed. This procedure eliminates the scaling problem by

dynamically scaling the denominator to the real number of possible unionsin each cell, not

2 This becomes unattractive when the growth of the male and female populations, or substantively relevant
subpopulations of males and females, is not equal or changing rapidly.
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the total number of potential pairs. To see this point clearly, imagine a cell with two men

and 100 women. There are 200 potential pairsin that cell, but only two possible unions?*.

For the andlysis of union formation, | chose to make a smple data set taking into account
only the ages of the men and women and the number of wives currently married to each
man. Much more is possible but not necessary for my purposes - namely a generd

understanding of the levels and trends in union formation and the generation of parameters
for the simulation described in Part 3. Because the Tonga form polygynous families, all

men older than ten and younger than 80 years are eligible for marriage in each granule,
while only unmarried women older than ten and younger than 80 years are eligible. The

resulting unmarried union-year file has this structure:

TABLE 30: DESCRIPTION OF THE UNMARRIED UNION-Y EAR TABLE

Name: ThlUnmarriedPairs

Records: 15,599 representing 50,235 individua observed cases

Fields:

Field Name Type Description

ID Number UniquelD for thisrecord X
Frequency Number Number of recordswith these attributes

intY ear Number Historical year of thisgranule
bytMaewives Number Number of wives married to theman
intMaeAgeGroup Number Age group into which the man's age fals
intFemaleAgeGroup Number Age group into which the woman's age falls
blnWedding Boolean True = aunion was formed during the granule

24 This assumes that a man can marry only one additional wife per granule. With the size of a granule set to one year, this
is a reasonable assumption although itisviolated in atrivial number of cases.
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DEMOGRAPHIC CHARACTERISTICS
NUPTIALITY
The Tonga spend considerable time, money and emotion negotiating, initiating and
dissolving marriages. Colsondiscusses the traditions and social structure of the marriage

system in considerable detall in chapter four of The Socia Organization of the Gwembe

Tonga (Colson 1960b) and chapter five of The Socia Consequences of Resettlement

(Colson 1971b). In contrast | am concerned with a quantitative description of the dynamics
of the marriage system with the goa of producing a set of parameters suitable for the

congtruction of a genera dynamic model of polygynous marriage.

This view of marriage is necessarily highly abstracted and cannot support the degree of
detail and nuance that is possible with a qualitative description. That is sacrificed in order
to gain a wide understanding of the dynamics of the system as a whole at the level of the
whole population. Because this analysis is not concerned with the fine details that
determine exactly when amarriageis called a“marriage” as opposed to an “elopement” or
something else, | take a broad definition of a conjuga union and term it Smply a union.
From now on | will use the term union to refer to a conjuga relationship defined by the

stable cohabitation of a man and woman.

To understand the dynamics of the marriage system, it is sufficient to estimate the annual

mal e-femal e- age- specific hazard of union formation and male-female-age- duration-specific
hazard of union dissolution. Together those hazards regulate the number, union-age and
mal e-female-age composition of unions in the population.
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UNION FORMATION

LEVELS

At the most fundamenta level we need to know what proportions of the populations of
men and women are married at any given point in time. Table 31 and Table 32 display that
information. The overal proportion of men married at each age declined gradually
between 1957 and 1995 with average levels of about 30 percent for men ages 20-24, about
60 percent for men aged 25-29, about 70 percent for men aged 30 to 59, about 75 percent
for men aged 60 to 69 and about 60 percent for men over age 70. During the same time the
average number of wives per married man dropped gradually from about 1.5 to about 1.3.
At al ages 10-79 roughly 40 percent of men are married, and that has declined steadily

from alevel of about 45 percent to alevel of about 35 percent between 1957 and 1995.

Table 32 displays similar information for females. During that same period between 1957
and 1995, about half of all women between ages 10 and 79 were married, and like the
males, that proportion steadily declined from something close to 55 percent to about 48
percent. Over the period 1957 to 1995, roughly 25 percent of women 15-19 were married,
about 70 percent between ages 20 and 24, 80 percent between ages 25 and 39, and a
steadily decreasing number with age from about 75 percent between ages 40 and 44 to
about 10 percent between ages 75 to 79. The average figures mask a more complicated
trend. During the first decade or so of observation the proportion of women married at
ages 40 and older increased steadily and the proportion married at young ages decreased

substantialy.
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TABLE 31: SAMPLE PROPORTION M ALES M ARRIED BY YEAR AND AGE

Year

1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995

57-%°

10-79

0.44
0.46
0.45
0.42
0.44
0.43
0.43
0.44
0.44
0.43
0.43
0.41
041
0.41
041
0.40
0.40
0.39

0.37

Age a Beginning of Five-Year Interval

10

15

0.00
0.04
0.03
0.02
0.07
0.03
0.00
0.04
0.00
0.03
0.01
0.03
0.04
0.03
0.02
0.02
0.01
0.02
0.03
0.02
0.02
0.01
0.02
0.01
0.02
0.02
0.02
0.01
0.02
0.01
0.01
0.02
0.02
0.01
0.02
0.02
0.02
0.01
0.02

0.02

20

0.33
0.37
0.38
0.22
0.18
0.22
0.33
0.42
0.42
0.38
0.35
0.26
0.29
0.24
0.28
0.30
031
0.32
0.23
0.23
0.23
0.19
0.20
021
031
0.31
0.29
0.29
0.20
0.23
0.28
0.27
0.27
0.25
0.25
0.26
0.24
0.22
0.23

0.26

25

0.62
0.67
0.68
0.62
0.67
0.58
0.60
0.65

0.61

30 3B 40 45 S0

0.79
0.82
0.82
0.78
0.77
0.83
0.81
0.73
0.69
0.74
0.77
0.70
0.73
0.78
0.78
0.69
0.78
0.70
0.71
0.67
0.66
0.62
0.65
0.60
0.67
0.68
0.70
0.67
0.67
0.64
0.67
0.68
0.73
0.77
0.78
0.75
0.75
0.74
0.69

0.72

0.80
0.83
0.79
0.84
0.84
0.75
0.74
0.75
0.78
0.74
0.78
0.78
0.73
0.68
0.70
0.77
0.73
0.73
0.72
0.72
071
0.73
071
071
0.66
0.65
0.61
0.65
0.62
0.67
0.66
0.68
0.64
0.65
0.64
0.72
0.68
0.76
0.79

0.71

0.84
0.83
0.89
0.83
0.86
0.87
0.86
0.85
0.88
0.83
0.77
0.72
0.73
0.73
0.68
0.70
0.69
0.68
0.70
0.70
0.80
0.80
0.76
0.72
0.72
0.68
0.71
0.66
0.69
0.60
0.56
0.59
0.62
0.62
0.67
0.62
0.65
0.60
0.65

0.69

0.93
1.00
0.88
0.60
0.75
0.76
0.75
0.77
0.74
0.76
0.78
0.77
0.72
0.83
0.83
0.74
0.74
0.76
0.69
0.69
0.68
0.69
0.68
0.68
0.71
0.78
0.74
0.72
0.70
0.69
0.66
0.67
0.62
0.59
0.54
0.54
0.53
0.55
0.55

0.67

0.67
0.83
0.85
0.93
0.92
0.93
0.82
0.80
0.70
0.75
0.68
0.68
0.79
0.75
0.78
0.81
0.79
0.73
0.84
0.84
0.70
0.65
0.71
0.68
0.68
0.66
0.64
0.62
0.62
0.63
0.72
0.70
0.72
0.66
0.65
0.63
0.63
0.59
054

0.68

55

0.67
0.50
0.56
0.63
0.67
0.44
0.58
0.69
0.80
0.80
0.88
0.90
0.78
0.78
0.80
0.70
0.75
0.85
0.78
0.79
0.81
0.79
0.66
0.77
0.72
0.67
0.64
0.74
0.64
0.61
0.63
0.61
0.60
0.66
0.67
0.73
0.70
0.67
0.62

0.69

60

0.57
0.60
0.50
0.40
0.50
0.67
0.57
0.71
0.56
0.56
0.38
0.57
0.73
0.81
0.80
0.88
0.73
0.78
0.70
0.73
0.72
0.74
0.81
0.84
0.85
0.84
0.75
0.67
0.75
0.74
0.61
0.64
0.73
0.60
0.60
0.57
0.57
0.55
0.64

0.67

65

0.67
0.50
1.00
0.86
0.88
071
0.80
1.00
0.67
1.00
1.00
0.80
0.71
0.56
0.70
0.56
0.77
0.79
0.77
0.75
0.77
0.75
0.83
0.63
0.67
0.67
071
0.74
0.70
0.75
0.73
0.68
0.62
0.80
0.75
0.74
0.66
0.74
0.55

0.72

70

040
040

074

0.75

75

0.00
0.00
0.00
0.00
0.33
033
0.50
067
0.67
0.00
0.50
067
0.75
083
0.71
067
0.75
0.67
033
100
100
0.50
067
0.60
067
0.67
0.78
0.73
0.90
0.88
100
1.00
0.75
0.25
0.25
0.63
067
0.88
0.79

0.70

Ave.
Wives®

1.55
1.52
154
154
1.52
153
1.50
1.46
147
147
145
1.46
143
1.46
144
144
1.46
145
143
142
1.39
140
1.40
1.38
1.37
1.36
1.36
134
133
1.32
131
127
1.26
1.26
1.27
127
127
127
1.26

1.36

% Average wives per married man.

% popul ationweighted average.
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TABLE 32: SAMPLE PROPORTION FEMALES M ARRIED BY YEAR AND AGE

Age at Beginning of Five-Year Interval

Year 079 T 10 15 2 2 30 35 40 4 5 5 60 6 710 75
1957 053 000 042 080 088 08 085 055 029 012 006 014 000 050 000
1958 055 003 051 08 087 077 083 050 029 012 007 009 000 020 0.00
1959 056 003 055 077 088 08L 077 057 021 013 011 009 000 020 000
1960 054 003 036 082 08 08L 080 058 047 012 007 015 000 020 000
1961 054 002 036 077 08 084 076 076 045 015 013 017 000 000 033
1962 053 001 034 076 084 08 075 076 052 021 013 007 000 000 0.00
1963 053 000 028 080 080 08 079 071 058 023 012 008 000 000 000
1964 054 001 033 077 080 084 080 065 064 027 013 014 000 000 0.0
1965 056 003 038 073 08 08 082 078 059 058 012 007 010 000 000
1966 055 003 040 081 082 081 08 076 059 054 015 011 010 000 0.00
1967 056 002 042 080 080 08L 080 076 066 055 020 017 008 000 000
1968 055 002 040 078 081 079 083 077 065 050 023 016 011 000 0.00
1969 056 001 040 083 08 075 084 077 067 063 027 007 017 000 000
1970 057 001 036 087 080 080 08 077 078 061 044 007 011 011 000
1971 056 001 032 079 082 08 077 076 075 057 052 008 015 013 000
1972 055 001 036 080 082 08l 08 076 075 063 035 018 008 009 000
1973 055 001 036 083 08 076 08l 079 071 063 0338 020 007 011 000
1974 054 00l 038 077 084 076 079 080 076 058 045 018 000 018 000
1975 053 000 032 078 087 075 079 075 076 069 044 024 000 011 013
1976 052 000 026 076 08 08L 079 072 073 068 052 029 007 008 0.14
1977 052 000 022 08l 08 08 076 073 073 067 060 026 019 008 010
1978 050 000 015 074 082 084 078 076 075 066 053 035 029 007 013
1979 051 001 017 076 083 08 079 079 072 067 044 040 031 000 022
1980 049 00l 016 066 086 083 078 079 071 068 057 038 020 007 017
1981 051 001 023 069 087 08 079 077 074 065 060 032 024 018 014
1982 051 001 023 071 083 084 079 076 074 063 057 043 012 027 013
1983 051 001 022 070 085 08L 083 076 075 069 054 042 019 027 014
1984 051 001 017 071 082 08 082 074 077 067 056 041 029 020 000
1985 050 000 017 067 078 08 085 076 077 060 058 055 030 022 000
1986 050 00l 019 069 079 083 084 078 076 063 058 055 036 010 017
1987 051 001 022 074 077 083 084 078 072 065 060 050 038 000 029
1988 050 001 020 073 079 08 082 076 073 062 059 048 030 008 029
1989 050 000 021 073 077 078 084 078 070 064 058 047 031 009 017
1990 050 00l 022 070 079 077 082 078 070 064 055 048 041 011 000
1991 050 001 023 071 079 078 080 079 070 067 052 046 041 018 000
1992 049 000 021 067 078 078 080 079 071 064 048 045 032 032 000
1993 049 000 018 066 078 076 076 076 075 067 049 047 033 029 0.14
1994 048 000 019 067 075 075 075 078 076 065 054 045 036 021 014
1995 048 000 019 062 075 077 074 074 073 068 057 045 041 028 013
57-95”7 051 001 024 072 080 08 080 076 070 062 049 038 026 016 0.0

To begin understanding the relationship between the risk of union formation and age, a
smple age-dependent logistic model is estimated using the individual PersonY ear Data

Set. The model is estimated for the two sexes individually using a fractiona polynomial

27 popul ationweighted average.
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specification fit by the fracpoly routine provided with the STATA datistical software

package:
® page o 1 In(x)
InG—————3=b, —+b,——+c
61 pagsy
where
= (ager])
10

Equation 6: Fractional Polynomial Specification of Age-Only Model

The probability of union formation by age p(age) was calculated from the coefficients
estimated for the model specified in Equation 6 usng STATA's logistic regression routine
applied to the individual PersonY ear Data Set. Because the unit of analysisis person year,

those probabilities correspond to the annual hazard of union formation as a function of age.

The hazard of union formation by age is summarized n Figure 36 which displays the

predicted annual hazard of union formation by age over the period 1957-1995. It is
immediately obvious that the male and female curves are substantially different. Thisisthe
result of the fact thet the Tonga's polygynous marriage system alows al males to be at risk
to marry at all times while only unmarried females are at risk. Consequently the male
denominator is much larger at all ages and the hazards smaller at younger ages. The fact
that the male hazards are not smaller at al ages reveds the fact that men marry older and
continue to marry much younger women into middle and old age. The annua hazard of
union formation peaks for males at age 24 and for females at age 19-20 revealing a roughly

sx year differentia in the maximum hazard of union formation. Remember that the
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hazards in Figure 36 relate to the formation of a union irrespective of the parity of that
union, so the peak in these cuves is associated with the maximum risk of union formation
at any parity - not the only the first union. The average age at first marriage over the period

1957-1995 is 25 years for males and 19 years for females.

Predicted Annual Hazard of Union Formation
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Figure 36: Predicted Annual Hazard of Union Formation by Age 1957-1995

The different shapes of the curves in Figure 36 hint at but largely mask the underlying
complexity of the pairing process that creates unions. A more extensve anaysis is
undertaken to revea how the hazard of union formation is related to both the ages of the
male and female and the number of wives aready married to the man —atwo-sex hazard of

union formation. The Unmarried Union Y ear Data Set described above (Andysis Files) is

used to estimate the two-sex hazard of union formation. The probability of union

formation as a function of male age, female age, and male union parity is estimated using
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logistic regression, and because the unit of anaysis is an unmarried potential-unionyear,
the probability corresponds to the annual hazard of union formation for unmarried potential

unions.

The model used to estimate the two-sex hazards of union formation is specified as.

Inae—“aim’aif) o
1 para);
ba+--+ba’+
bn+131f """"'baqanf +
bzn+1aina1f +"'+bm+nzanmanf +C

Where p is the probability of union formation, a" is a dummy variable that specifies the male age group, a'isa
dummy variable that specifies the female age group, n+1 is the total number of age groups, and a™d represents an
interaction of the male and female dummy variables. The model is estimated using STATA 'slogistic regression
routine for al unmarried potential -unionyears, for only those involving unmarried men, for only those involving
men with one wife, and for only those involving men with two or more wives.

Equation 7: Specification for Two-Sex Hazard of Union Formation Model

Table 33 and Figure 37 through Figure 40 display the annua hazards of union formation
resulting from the analysis of the Unmarried UnionYear Data Set.  All of the hazards
presented relate to the period 1957-1995 as a whole since there are no period variablesin

the modd.

The figures clearly reveal that new unions are most likely to be formed between women
aged 15-24 and men aged 20-34 regardless of the number of wives the male might have,
Figure 37. Unmarried men are mogt likely to marry between the ages of 20 and 34 and

they are most likely to marry women between the ages of 15 and 24, and it is obvioudy this
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type of marriage that dominates the formation of new unions, Figure 38. The hazards
themselves are of far greater magnitude than the hazards for other male marriage orders,

and the pattern clearly dominates the “ All Marriage Orders’ pattern displayed in Figure 37.

120



TABLE 33: ANNUAL HAZARD OF UNION FORMATION PER 10,000
BY M ALE UNION PARITY, MALE AGE, AND FEMALE AGE FOR 1957-1995

Female Mde Age
Age 1014 1519 20-24 25-29 30-3@ 3539 4044 449 5054 5559 6064 6569 O-74 75-79

All MaleMarriage Orders

10-14  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
15-19  -NA- 8910 489.81 18259 5289 3380 1408 24.17 765 -NA- 1435 -NA- -NA- -NA-
20-24  -NA- 968 19325 19301 8649 6000 1961 2481 774 -NA-  -NA- -NA- -NA- -NA
25-09  -NA- -NA- 996 5978 6058 4798 3399 2699 837 -NA- -NA- -NA- -NA- -NA-
30-%  -NA- -NA- -NA- 1853 5584 4792 3625 2841 1736 228 1511 -NA- 3891 -NA-
35-P  -NA- -NA-  -NA- 571 1206 1305 1388 3949 4717 2387 3110 -NA- -NA- -NA-
40-44  -NA-  -NA- -NA- -NA- -NA 2742 3765 4058 1910 3654 1577 7389 3984 -NA-
45-49  -NA- -NA- -NA- 6.60 -NA- 747 -NA- -NA- 2002 6143 1667 -NA- -NA- -NA-
50-%4  -NA- -NA- -NA- -NA- -NA- -NA- -NA- 859 1942 1190 1572 2577 4132 -NA-
55-0  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- 1020 -NA- -NA- -NA- -NA- -NA-
60-4  -NA- -NA- -NA- -NA- -NA -NA- -NA- 963 -NA -NA 1603 7353 -NA- -NA-
65-®  -NA- -NA- -NA- -NA- -NA- -NA- 2064 -NA- -NA- 1548 1808 -NA- -NA- -NA-
70-74  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA
75-®  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-

Male Unmarried

10-14 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
15-19 -NA- 9011 57229 29859 7179 2561 1527 1818 -NA- -NA- -NA- -NA- -NA- -NA-
20-24 -NA- 996 25525 302.63 11591 7884 4615 5556 -NA- -NA- -NA- -NA- -NA- -NA-
25-29 -NA-  -NA- 1761 8547 968 585 6723 1883 -NA- -NA- -NA- -NA- -NA- -NA-
30-3# -NA-  -NA-  -NA- 3421 11461 9419 5455 4057 2538 3484 4425 -NA- -NA- -NA
35-3 -NA-  -NA- -NA- 1431 -NA- -NA- -NA- 6834 859 -NA- 4525 -NA- -NA- -NA-
40-44 -NA-  -NA-  -NA- -NA- -NA- -NA- 7092 2421 -NA- 387 -NA- 16129 -NA- -NA-
45-0 -NA-  -NA- -NA- 1672 -NA- 2278 -NA- -NA- -NA- 378 -NA- -NA- -NA- -NA-
50-54 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- 2513 -NA- -NA- -NA- -NA- -NA- -NA-
55-3 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
60-64 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- 23809 -NA- -NA-
65-80 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
70-74 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
75-P° -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
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TABLE 33 CONTINUED: ANNUAL HAZARD OF UNION FORMATION PER
10,000 BY M ALE UNION PARITY, MALE AGE, AND FEMALE AGE FOR

1957-1995
Femae Made Age
Age 1014 1519 20-24 25-29 30-34 3539 4044 449 5054 55-59 6064 6569 70-74 75-79
Malewith One Wife
10-14 -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
15-19 -NA-  -NA- 20649 113.15 3559 2149 1992 1443 -NA- -NA- -NA- -NA- -NA- -NA-
20-24 -NA- -NA- 8403 10753 7449 3897 -NA- 1464 -NA- -NA- -NA- -NA- -NA- -NA-
25-29 -NA-  -NA- -NA- 5484 2773 5030 1239 1616 -NA -NA- -NA- -NA- -NA- -NA-
30-% -NA-  -NA- -NA- 1086 2217 2392 4167 1730 2066 -NA- -NA- -NA- -NA- -NA-
35-3 -NA-  -NA- -NA- -NA- 2837 1550 3328 -NA- 4566 6098 -NA- -NA- -NA- -NA-
40-24 -NA-  -NA- -NA-  -NA- -NA- 4959 1792 4073 2315 -NA- -NA- -NA- -NA- -NA-
45-9 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- 2513 -NA- -NA- -NA- -NA- -NA-
50-54 -NA-  -NA- -NA- -NA- -NA  -NA- -NA- -NA- 2326 -NA- 4132 6329 -NA- -NA-
55-39 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- 2481 -NA- -NA- -NA- -NA- -NA-
60-64 -NA-  -NA- -NA- -NA- -NA- -NA- -NA- 2506 -NA- -NA- 4329 -NA- -NA- -NA-
65-0 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA 4255 4926 -NA- -NA- -NA-
70-74 -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
75-P -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
Malewith Two or More Wives

10-14 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
15-19 -NA-  -NA- 9709 5155 867/ 8230 -NA- 4854 2959 -NA- 5076 -NA- -NA- -NA-
20-24 -NA-  -NA- -NA- 13123 6726 8772 2326 -NA- 3003 -NA- -NA- -NA- -NA- -NA-
25-29 -NA-  -NA- -NA- -NA- 7444 2457 2755 6024 3448 -NA- -NA- -NA- -NA- -NA-
30-% -NA-  -NA- -NA- -NA- 2703 2469 -NA- 2967 -NA- 4115 -NA- -NA- 147.06 -NA-
35-3 -NA-  -NA- -NA- -NA- -NA- 2703 -NA- 6369 -NA -NA- 5714 -NA- -NA- -NA-
40-44 -NA-  -NA- -NA- -NA- -NA- 2890 2882 6098 3636 8333 5714 8475 15151 -NA-
45-9 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- 3650 16807 5917 -NA- -NA- -NA-
50-%4 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- 3759 4082 -NA- -NA- 15385 -NA-
55-39 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
60-64 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
65-0 -NA-  -NA-  -NA- -NA- -NA- -NA- 6993 -NA- -NA -NA- -NA- -NA- -NA- -NA-
70-74 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
75-® -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
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Annual Hazard of Union Formation: All Marriage Orders

per 10,00(

Female Age 74 79_

B 0-50 @50-100 ¥100-150 @ 150-200 ® 200-250 @ 250-300 = 300-350 @ 350-400 ™ 400-450 @ 450-500

Figure 37: Annual Hazard of Union Formation: All Marriage Orders

Figure 39 and Figure 40 reveal that higher order polygynous unions are formed between a
wider age range of both men and women. It is more likely for young men with one wife to
marry another, especially in the 20-44 age range, and it is likely that they will marry young
women, mostly younger than 25 years. However older men with one wife also may take
another, but in generd the second wife of older men is likely to be middle aged to elderly

hersdlf, Figure 39. In contrast, the likelihood that a man with two or more wives will
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acquire another is more diffuse with age for both the man and the women. The broadest

peak is still

Annual Hazard of Union Formation: Male Unmarried

per 10,000

Female Age

D050 @ 50-100 B 100-150 & 150-200 ® 200-250 @ 250-300 @ 300-350 & 350-400 @ 400-450 @ 450-500 & 500-550 B 550-600

Figure 38: Annual Hazard of Union Formation: Male Unmarried

young for both men and women, but much wider than for lower order unions.

Additiondly, for higher order wives, men of al ages are more likely to form unions with

young women, aged 50 or less for the most part with a substantial concentration below age

30, Figure 40.
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All of this seems to indicate that there is a significant difference between the acquisition of
a second and higher order wives. A second wife is taken by two different groups of men,
young men who most likely acquire her through a standard marriage arrangement and ol der

men who most likely inherit her from a dead relative. The relatively advanced age of the

women who

Annual Hazard of Union Formation: Male with One Wife

per 10,00i

Female Age 64 69 %

B 0-20 & 20-40 @ 40-60 @ 60-80 ™ 80-100 @ 100-120 @ 120-140 = 140-160 ® 160-180 = 180-200 @ 200-220

Figure 39 Annual Hazard of Union Formation: Male with One Wife
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marry older men as second wives and the fact that it is not at al likely for older men to take

a second wife supports this conclusion.

So it appears that men who will be polygynous through normal marriage embark on that
future quite early in life and continue to marry younger women as they age, and that those
who are not going to be polygynous have a smaller likelihood of acquiring additiona wives

later in life, most likely though inheritance mechanisms.

Annual Hazard of Union Formation: Male with Two or More Wives

per 10,00

50-
55-
54 60- 65 4
64 69 75-
Female Age 19

B0-20 @ 2040 @ 40-60 ¥ 60-80 @ 80-100 ¥ 100-120 & 120-140 @ 140-160 ™ 160-180

Figure 40 Annual Hazard of Union Formation: Male with Two or More Wives
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TRENDS

The trend in the annual hazard of union formation is examined using a model that predicts
the annual hazard of union formation as a function of period and male marital parity.
Dummy variables for mae marriage parity and period are interacted to allow the
independent estimation of a time series of odds ratios for each mae marriage parity,

Equation 8.

nE p(m ,r:j)f g:
g1l- p(m™,t; P
b,m +b,m, +

bStl +"'+b9t7 +

blOrnltl +eeet b23mzt7 +C

Wheremisadummy variable for male marriage parity and tisadummy variable for time period.

Equation 8: Specification for Trend in Union Formation Model

Table 34 displays the odds ratios from the logistic regression estimates of the union
formation model specified in Equation 8. The reference time period is 1992-1995 so al of
the odds ratios refer to that period. The odds ratios by time for al three male marriage
parity categories are dso plotted in Figure 41. The P-values liged in Table 34 result from
testing the hypothesis that the coefficients for each pair of consecutive time periods are
equal; they do not correspond to the P-values estimated for each of the coefficients
themsalves. A small vaue indicates that the difference between the two odds ratios is
unlikely to occur by chance; so a change in the odds ratio from one period to another is

“statistically significant” if the P-vdue 15 small.
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TABLE 34: TREND IN PROBABILITY OF UNION FORMATION

Unmarried OneWife 2+ Wives

Period QOdds Ratio P-Vaue* QOdds Retio P-Vdue* Odds Retio P-Vdue*
1957-1961 207 0.3270 238 0.8250 1.12 0.3590
1962-1966 166 0.4540 261 0.7635 1.94 05675
1967-1971 141 0.5589 293 0.1499 1.42 0.8620
1972-1976 158 0.3289 172 0.9906 155 0.3167
1977-1981 134 0.0609 171 0.5398 2.38 0.1819
1982-1986 0.99 0.5357 136 0.6031 1.25 0.8447
1987-1991 1.09 0.5620 164 0.1600 1.38 0.5520
1992-1995 1.00 -NA- 100 -NA- 1.00 -NA-

*P-valuefor test of the null hypothesisthat each pair of consecutive odds ratiosis equal

It is obvious that the odds of forming a union have been steadily decreasing over time for
unmarried men and men with only one wife. In contrast the odds of forming a union for
men with two or more wives seems to be relatively flat. From one period to another the
changes in odds ratios are generaly not statistically significant at the usua five or ten
percent levels. Together with the fact that the differences in the odds ratios from one
period to the next are relatively small, this indicates that change has been gradual, more

like a gentle drift than a swift transition.

The gradua decline in the likelihood of union formation for married men fits well with the
fact that the average number of wives per man has aso been declining steadily between
1957 and 1995 as displayed in Figure 42. The average married man in 1957 had roughly

1.5 wives while in 1995 the average married man had about 1.3 wives.
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Trend in the Probability of Union Formation
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This has been a cursory examination of the very complex marriage system practiced by the
Tonga. What emerges clearly is that nost people spend most of their adult lives married,
the likelihood of higher order marriages for men is not negligible, that a men who will be
polygynous embark on that future early in their lives, and that the overal likelihood of
union formation has been decreasing steadily for unmarried men and men with only one

wife with the result that the average number of wives per man has also decreased steadily.

UNION DISSOLUTION

The dissolution of unions is examined aong three mgjor dimensions: 1) age, 2) achieved
fertility of the pair, and 3) duration of the union. Scudder hypothesizes that the likelihood
of separation is inversay related to the achieved fertility of the pair, and it is to test that

hypothesis that achieved fertility is included in this analyss.

LEVELS

The overal likelihood of dissolving a union (excluding death) as a function of age and
achieved fertility is examined through the use of dummy variable-specified logistic
regression model (similar to that used to examine the likelihood of union formation by age)
applied to the Union-Y ears Data Set, Equation 9. Successful reproduction is important to
both men and women so it is likely that unions that produce no surviving children will have

ahigher likelihood of being dissolved.
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p isthe probability of dissolving aunion, a™ is adummy variable that specifies the male age group, a' is adummy
variable that specifies the female age group, n+1 isthe total number of age groups, a™a' represents an interaction of
the male and female dummy variables, d is a dummy representing the duration of the union, and m isthe total
number of union duration groups. The model is estimated using STATA 's logistic regression routine for unions of
all fertility orders, for unions with no surviving children, for unions with one to two surviving children, and for

unions with three or more surviving children.

Equation9: Specification for the Hazard of Union Dissolution Model

Table 35 and Figure 43 through Figure 46 display the annual hazards of separation for
married unions resulting from the estimation of Equation 9. Substantia likelihoods of

separation are restricted to the ages of men and women that are typical for married pairs.

Pairs with no surviving children face a dramatically increasing likelihood of separation as
they age, and overal the likelihood of separation is highest over the largest range of ages
for pairs with no surviving children. As the number of surviving children increases, the
hazards of separation decrease and the range of ages over which the hazard of separation is
substantial narrows. Y oung pairs with three or more surviving children appear to have a
negligible likelihood of separation. In general the likelihood of separation decreases with

the number of surviving children.
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TABLE 35: SEPARATION PROBABILITIES PER 1,000
BY M ALE AND FEMALE AGE

Female Mde Age
Age 1014 1519 20-24 25-29 30-3@ 3539 4044 449 5054 5559 6064 6569 O-74 75-79

All Fertility Orders

10-14  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
15-19 -NA- 1481 2761 4126 5324 5414 -NA- -NA- -NA  -NA -NA- -NA- -NA- -NA
20-24  -NA- -NA- 2536 3744 3463 2828 6072 -NA- -NA- -NA- -NA- -NA- -NA- -NA
25-09  -NA- -NA- -NA- 3139 3795 4585 4674 4841 7647 8624 -NA- -NA- -NA- -NA
30-%  -NA- -NA- -NA- 8195 3083 3922 6357 7630 2984 8324 -NA- -NA- -NA- -NA-
35-P  -NA- -NA- -NA- -NA 7764 1510 4569 5943 3310 1737 8532 -NA- -NA- -NA
40-44  -NA-  -NA- -NA- -NA- -NA- 9874 6130 5681 8949 7169 8365 -NA- -NA- -NA
45-49  -NA- -NA- -NA- -NA- -NA- -NA- -NA- 3853 6211 4177 17215 -NA- -NA- -NA-
50-%4  -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- 9941 6799 5964 10744 60.78 -NA-
55-0  -NA-  -NA- -NA- -NA- -NA -NA- -NA- -NA- 5956 11398 10210 -NA- -NA- -NA-
60-4  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- 3592 -NA- -NA
65-®  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
70-74  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA
75-®  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-

No Children

10-14 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
15-19 -NA- 1905 2898 4246 -NA- 4164 -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
20-24 -NA-  -NA- 3220 5069 4111 3239 4349 -NA- -NA- -NA- -NA- -NA- -NA- -NA-
25-29 -NA-  -NA- -NA- -NA- 218 7311 7653 5019 -NA- -NA- -NA- -NA- -NA- -NA-
30-3# -NA-  -NA-  -NA- -NA- 9154 3371 8282 -NA- 8L70 -NA- -NA- -NA- -NA- -NA-
35-3 -NA-  -NA-  -NA- -NA- 26283 -NA- 4020 57.32 4363 -NA- 11382 -NA- -NA- -NA-
40-44 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- 2441 7503 -NA- 14760 -NA- -NA- -NA-
45-0 -NA-  -NA-  -NA- -NA-  -NA- 32705 -NA- -NA- 137.33 5716 28490 -NA- -NA- -NA-
50-54 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- 153.00 5541 10412 -NA- -NA- -NA-
55-3 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
60-64 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
65-80 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
70-74 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
75-P° -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-

In addition to examining the dependence of the hazard of separation on age and achieved
fertility, its dependence on the duration of the union is investigated. The annua hazard of
separation is modeled as a tinction of duration of union for each of the three achieved

fertility levels discussed above. The hazards resulting from that model are displayed in

Table 36 and Figure 47 as odds ratios with the reference category being unions of duration

one to four year.
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TABLE 35 CONTINUED: SEPARATION PROBABILITIES PER 1,000
BY M ALE AND FEMALE AGE

Female Mde Age
Age 1014 1519 20-24 25-29 30-3@ 3539 4044 449 5054 5559 6064 6569 O-74 75-79

Oneto Two Children

10-14 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
15-19 -NA-  -NA- 2523 3914 2354 -NA- -NA- -NA- -NA  -NA -NA- -NA- -NA- -NA
20-24 -NA-  -NA- -NA- 2059 3264 -NA- 5405 -NA- -NA- -NA -NA- -NA- -NA- -NA
25-9 -NA-  -NA-  -NA- 2946 4257 4315 3318 4082 -NA- 14484 -NA- -NA- -NA- -NA-
30-# -NA-  -NA- -NA- -NA- 1700 3244 6632 6505 2588 12169 -NA- -NA- -NA- -NA-
35-0 -NA-  -NA- -NA- -NA- -NA- 1951 3126 -NA- 3905 -NA- -NA- -NA- -NA- -NA
40-44 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- 4403 111.00 6837 -NA- -NA- -NA- -NA-
45-49 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA 11202 -NA- -NA- -NA- -NA-
50-%4 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA
55-0 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
60-4 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
65-0 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA
70-74 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
75-P -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-

Three or More Children

10-14 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA- -NA-
15-19 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
20-24 -NA-  -NA-  -NA-  -NA- -NA- -NA- 21387 -NA- -NA- -NA- -NA- -NA- -NA- -NA-
25-29 -NA-  -NA- -NA- 6116 5112 -NA- -NA- 8414 -NA- -NA- -NA- -NA- -NA- -NA-
30-3# -NA-  -NA-  -NA- -NA- -NA- 4099 4666 66.72 -NA- -NA- -NA- -NA- -NA- -NA-
35-3 -NA-  -NA- -NA- -NA- -NA- 1380 4410 5909 1940 3468 -NA- -NA- -NA- -NA-
40-44 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- 6742 -NA- -NA- -NA- -NA- -NA- -NA
45-0 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- 2161 -NA- -NA- -NA- -NA- -NA-
50-54 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- 24390 -NA- 638 2026 -NA- -NA- -NA-
55-3 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- 9832 -NA- -NA- -NA-
60-64 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
65-80 -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-
70-74 -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA- -NA -NA -NA- -NA- -NA- -NA
75-P° -NA-  -NA-  -NA-  -NA- -NA- -NA- -NA- -NA- -NA -NA- -NA- -NA- -NA- -NA-

Clearly as unions age they are less likely to bresk, and the level of achieved fertility does

not appear to alter the duration dependence of the separation hazard.
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Probabilities of Separation: All Fertility Orders

B0-20 @ 2040 @ 40-60 @ 60-80 ™ 80-100 @ 100-120 & 120-140 & 140-160 ™ 160-180

Figure 43: Probabilities of Separation by Male and Female Age: All Fertility Orders

134



Probabilities of Separation: No Children

per 1,00C

65
0
Female Age 64 69

74 19

8020 ©2040 ©40-60 60-80 80-100 = 100-120 & 120-140 = 140-160 = 160-180 @ 180-200 © 200-220
B 220-240 ® 240-260 ™ 260-280 @ 280-300

Figure 44: Probabilities of Separation by Male and Female Age: No Children
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Probabilities of Separation: One to Two Children

69
Female Age 74 49

B0-20 2 20-40 ¥ 40-60 ™ 60-80 ™ 80-100 & 100-120 = 120-140 @ 140-160

Figure 45: Probabilitiesof Separation by Male and Female Age: One to Two Children
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Probabilities of Separation: Three or More Children

per 1,000

Female Age

50-20 B 20-40 B 40-60 = 60-80 ™ 80-100

Figure 46: Probabilities of Separationby Male and Female Age: Three or More Children
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TABLE 36: PROBABILITY OF SEPARATION BY
DURATION OF M ARRIAGE

ODDS RATIOSON DURATION 1-4 YEARS

Fertility Order: Number of Children
0

Years All 1-2 3+
14 1.0000 1.0000 1.0000 1.0000
59 0.6063 0.5530 0.8339 0.2018

1014 0.2784 0.3715 0.3850 0.2342

1519 0.2234 0.2192 0.1122 0.3023

2024 0.2143 0.0976 0.3712 0.2566

2529 0.0564 0.3930 0.0752 0.0448

30-34 0.0960 -NA- 0.2856 0.1979

35-39 0.1870 -NA- 0.0000 0.2815

4044 0.1181 -NA- -NA- 0.2303

4549 0.0944 -NA- -NA- 0.2405

Odds Ratio on 1-4 Year:
O 0 90 9 9 9 9 o 9 9 p p
o - N w S (%)) (2] ~ [e2] © o =

Odds Ratio of Annual Hazard of Separation of Union
Compared to Annual Hazard of Separation at Durations 1-4 Years

ANS

AN

N\

N\

RNAN

AN\

. AL

L X N

N —=

X ()
N s \9""’ (,,;‘} rs,q? (69 rg;? ,g;& ‘9»\’ &,@
Duration of Marriage (Y ears)

—*— All Fertility Orders —— No Children —*— 1-2 Children 3+ Children

Figure 47: Annual Hazard of Separation by Duration of Union
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TRENDS
The trend in the annua hazard of separation is examined with another smple model

specification similar to that used to examine the trend in the hazard of union formation.

nE G 8
g1 PGt
b,c, +b,C, +
b3t1 +"'+b9t7 +
blocltl Tt b23Czt7 +tC
Equation 10: Specification for the Hazard of Separation Trend Model

Equation 10 describes the specification for that model. Dummy variables for the number of
surviving children ¢ and the time periodt are interacted to allow the independent estimation

of the hazards of separation for each period. The estimates are displayed as odds ratios in

Table 37.
TABLE 37: TREND IN HAZARD OF SEPARATION
No Children 1-2 Children 3+ Children

Period QOdds Ratio P-vVdue QOdds Ratio P-Vaue Odds Ratio P-Vdue
1957-1961 184 0.6507 037 0.9389 0.48 0.4809
1962-1966 219 0.5353 0.39 0.2424 0.90 0.8490
1967-1971 1.74 0.5425 071 0.5590 0.79 0.9587
1972-1976 215 0.0930 093 0.9147 0.82 0.0792
1977-1981 121 0.4427 097 0.1542 1.98 0.5031
1982-1986 157 0.1598 050 0.0440 1.45 0.9053
1987-1991 1.01 0.9690 119 0.6910 1.37 0.5630
1992-1995 1.00 -NA- 100 -NA- 1.00 -NA-

As with the trend table for union formation, the P-values in Table 37 represent the
likelihood that the differerce in pairs of consecutive odds could have been produced by a

random process. In general the individual consecutive pairs of odds ratios are not highly
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significantly different from one another. However, the significance of the difference
between the first and last are significant. Again, this indicates a gradual process that

accumulates significant change over alonger period of time.

The striking result is that the odds of separation have increased by a factor of two for
married pairs with children but have decreased, aso by a factor of two, for married pairs
with no children. This would seem to indicate that achieved fertility has become less
important that in was, and that the likelihood of divorce has in general been increasing over

time.

Trend in the Hazard of Separation
Controlling for Fertility Order

25
& 20 //\ N\
3 15
A~
B0 .
g /7‘47———‘\/
O os " _
00

1957-1961 1962-1966 1967-1971 1972-1976 1977-1981 1982-1986 1987-1991 1992-1995
Period

—*—No Children —*— 1-2 Children —*— 3+ Children

Figure 48: Trend in the Probability of Separation
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FERTILITY

The Gwembe Tonga have maintained a high level of fertility from 1957 to 1995. The
overal levels and trends are quantified and discussed briefly. As with the measures of
nuptiality, these indicators are produced and examined mainly for the purpose of providing
realistic parameters for the population smulation developed in Part 3. The only departure
from this straightforward empirical approach is an effort to identify the potential impact of
HIV/AIDS on fertility during the most recent periods. HIV/AIDS may reduce fertility, but
because there are many other reasons why fertility may be faling in the most recent periods
it is not possible to assign responsibility to AIDS aone. What is possible is to build a
circumstantial case supported by evidence of the plausible impact of HIV on both fertility

and mortality during the same period, and that iswhat | attempt to do.

The hazard of giving birth is calculated as a function of age and time for both men and

women. Male fertility measures are rare because it is difficult to accurately assign
paternity, and the Gwembe Tonga are no exception to this fact. Because of this, the male
fertility measures must be understood as measures of socially assigned paternity. By that |
mean that the measures reflect the fertility that has been legitimately assigned to males
through their unions to females. In most cases this must closely match their biologic
fertility, but the two are not necessarily identical. | find these measures interesting because
they present a startling contrast to the female figures and clearly demonstrate that the
reproductive histories and strategies of men and women are different  Additionaly, they
complete the description of the reproductive dynamics of the population that has been
important for me as | thought about constructing the population simulation.
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LEVELS

The overall level of fertility is identified by the boring yet classic age-specific fertility and
total fertility rates. The unusual feature of these figures is how they are calculated. The
age-specific fertility rates presented here are actualy the annual hazards of giving birth by
age. Assuch they cannot be interpreted exactly as standard age-specific fertility rates are
even though they are qualitatively equivaent, they represent the number of children that an
average woman could expect to deliver during a year. In this case the rates represent the
probability that a woman of a certain age at the beginning of a period will give birth over
the next year. Thisisareal probability measure which | find more appealing and easier to
conceptualize under any circumstance. Moreover because they are calculated using the
discrete time event history method, one is able to estimate all kinds of statistical models
that control for various impacts other than age, such as period. This advantage is used here

to examine the significance of the changes in age-ecific fertility over time.

Equation 11 contains the basic specification for the hazard model used to estimate the

femde age- specific fertility rates.

2 Ha) 0
" nas

Where p is the probability of giving birth duringone year and & isaset of dummy variables representing age. The
model isrun on the Individual-Y ear Data set in various forms on both the total and married population of females.

_blai +--+bga; +c

Equation 11: Specification for Age-Specific Fertility Hazard M odel
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Equation 11 is the simplest form that smply estimates the age-specific annual hazards of
giving birth over the entire period described by the data set 1957-1995. Additional
specifications include dummy variables for time period and various interactions of age and

time period.

A polygynous marriage system complicates the calculation of the male age-specific fertility
rates because it is not only possible but indeed surprisingly common for polygynousy
married males to experience more than one birth in ayear. Because of thisit is not possible
to use a standard binary logistic model to estimate the hazard of experiencing a birth for
mades. The straightforward but cumbersome solution is to use a multinomial logistic
regresson model that is able to jointly estimate the probability of experiencing zero, one,
two, or more births in a given year. The multinomia specification uses the number of
children born during a manyear as the dependent variable and dummies for the man's age

and time period as the independent variables, Equation 12.

The probabilities resulting from an estimation of this model are combined into a weighted
average according to Equation 13. To interpret this, think of a standard age-specific
fertility rate as the number of children an average woman could expect to have during a
year if she lived through the whole year (the basis for the concept of the total fertility rate).
Wha Equation 13 does is produce the number of births that a man could expect to
experience during ayear. This can be conceptually manipulated in exactly the same way as

agandard femde age-specific fertility rate.
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Pr(i) istheannualhazard of havingi childrenborntoaman.

i1 {1n}

wheren isthe gr eatestnumber of childrenborn toamanduringayear.

i) _

A XB( ) - [a15,~~,a75]>{b15,~~,b75] +C

istheinner productof thevector of observedagedummies A :{315 ..... a75}
andthevector of estimatedcoefficiertsb = {b15 ..... b75} plusaconstantc

correspondngtoi childrenborn duringoneyear.

Equation 12: Specification of the Age-Specific Multinomial Hazard M odel of Male Fertility

P=Lp@+2:p(+--+n:p(n

Where P represents the composite probability of birth, the p(1) throughp(n) aretheindividual probabilities of giving
birth to oneton children during ayear, and the i incrementsthe age group.

Equation 13: Weighted Average of Multiple Male Birth Probabilities

The male and female age-specific fertility rates are displayed in Figure 49 and Figure 50,
and Figure 51 places the female period-specific age-specific fertility rates with respect the
age-specific fertility rates measured by the 1992 DHS survey in Zambia. Table 38 and
Table 39 contain the data on which the figures are based. The age-pattern of fertility

appears reasonable for both males and females. Through time the female fertility rates fal
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closely around the values measured by the 1992 DHS in Zambia, and the 1957-1995
figures are pulled down by the fact that fertility during the most recent period between
1992 and 1995 is substantialy lower than it is during the previous periods. The fact that
the age-pattern for femaes is very smilar to that measured in the DHS survey (see Figure
51) supports the assertion that both the DHS and the Gwembe data are good measures of
the underlying redlity — or, both are equally bad and biased in exactly the same ways.

Given the different methodol ogies employed in collecting the data and the widely different
time periods surveyed, it is unlikely that they contain the same biases or errors, so | am
confident that both are good. There is nothing to which to compare the male figures, bu
given the fact that the female figures are similar to other reliable data | am aso confident
that the male data are good. A striking feature of the male age-specific fertility ratesis the
fact that males continue to reproduce at significant rates through age 65, and there is

measurabl e reproduction going on al the way through age 79.

The corresponding total fertility rates indicate the overal fertility is high in the Gwembe
Over the periods 1957-1995, the female total fertility rate calculated over ages 15 to 49 has
been 5.5 while the female total marital fertility rate has been 7.9. The differences reflect
the fact that not al women are married, and that when women are married they reproduce
at a high rate. The figures for men are 8.1 for the totd fertility rate and 14.3 for the total
marital fertility rate. The substantially greater magnitude of the male totd fertility rates
results from the definition of the total fertility rate and demonstrates clearly why the total

fertility rate is a poor measure of overal fertility.
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The classc tota fertility rate is the sum over ages 15 to 49 of the female age-specific
fertility rates at each age. The sum is usualy implemented in five-year age groups so that
the seven five-year age-specific fertility rates are summed and multiplied by five to yield
the number of children that an average woman would expect to have if she lived dl the way
through her reproductive years and at each age bore children at a rate corresponding to the
age-specific fertility rate prevailing at that age. This produces a nice age-standardized rate
with a convenient interpretation. The problem is that it does not control for the size of the
population at each age and therefore every age or age group is given the same weight in the
calculation, even though there may be different numbers of women actually subject to the

fertility rate at each age?®. The male total fertility rates clearly identify this problem.

Males are able to continue siring children into old age with the consequence that they have
non-zero age-specific fertility rates into old age. As the male population ages its size
diminishes quickly so that the denominator of age-specific rates becomes dramatically
smaler. Under these circumstances even a few reproductive men are able to generate
comparatively large age-specific fertility rates. Summing up the male age-specific rates
over amuch larger age interval and including comparatively high rates at older ages results

in amuch larger tota fertility rate for men.

That is in fact why the tota fertility rates for men are so much higher, but it may till not

satisfy the inquiring mind! Another feature of the total fertility rate as it is normally

2 A solution to this problem may involve age-standardizing the age-specific fertility ratesin amanner similar to the age-
standardization of a crude death rate. Thiswould solve the weighting problem but also destroy the neat interpretation.
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constructed is the fact that it is identified with a single sex and does not explicitly take into
account the pairing of the sexes that is necessary to produce births. It is because of this
fundamental discordance that the totd fertility rates for men and women do not match: they
are totally independent of one another and refer to completely different base populations.
This situation is exacerbated in a polygynous marriage system where old men are often

married to and reproducing with young women.

Male Age-Specific Fertility Rate 1957-1995

per 1,00C

88 8BE88s8 &
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10-14 15-19 20-24 25-29 30-34 3539 40-44 4549 5054 5559 60-64 6569 70-74 7579
Age

- % - Total: TFR(15-79) = 8.1 Married: TMFR(15-79) = 14.3

Figure 49 Male Age-Specific Fertility Rates 1957-1995
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Female Age-Specific Fertility Rate 1957-1995
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Figure 50: Female Age-Specific Fertility Rates 19571995

Female Age-Specific Fertility Rate by Period
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Figure 51: Female Age-Specific Fertility Rates by Period
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TABLE 38: M ALE AGE-SPECIFIC FERTILITYRATESBY PERIOD

Age 57-61 R-66 67-71 72-76 77-81 82-86 8791 92-95 57-95
Total
10-14 0.00 0.00 0.00 104 072 0.00 0.00 0.00 0.21
15-19 10.60 9.69 16.23 1186 1011 5.85 8.69 1199 991
20-24 118.18 190.20 138.00 160.88 117.50 128.61 131.81 92.10 126.01
5-29 273.36 301.82 321.05 246.68 258.90 232.18 247.58 186.22 243.23
D-34 330.58 344.72 360.93 312.34 230.35 194.36 246.54 201.62 254.13
$H-39 335.77 365.96 278.26 353.66 262.53 217.71 160.57 191.25 243.23
20-44 482.27 451.13 288.14 255.01 320.24 194.90 137.14 108.23 228.91
45-49 314.81 340.14 345.32 242.80 17751 191.95 114.91 61.50 180.56
-54 278.69 103.45 202.61 255.32 137.34 95.09 110.75 77.92 132.96
5%-59 200.00 187.50 129.63 124.14 107.14 67.63 75.34 42.65 91.07
60-64 80.00 105.26 132.35 52.63 4580 24.39 4211 1951 46.60
66-69 3846 95.24 57.14 98.36 000 28.30 9.80 0.00 29.07
T0-74 0.00 41.67 0.00 40.00 21.74 271.78 2564 0.00 19.11
-79 0.00 0.00 45.45 58.82 000 0.00 0.00 0.00 10.87
TFR(10-79) 1231 12.68 11.58 1107 845 7.04 6.55 496 8.08
TFR(1549) 9.33 10.02 8.74 792 6.89 5.83 5.24 426 6.43
Maritd

10-14 0.00 0.00 0.00 200.00 200.00 0.00 0.00 0.00 80.00
15-19 333.33 375.00 461.54 266.67 294.12 250.00 346.15 407.41 340.74
20-24 354.84 430.89 386.36 486.84 420.77 378.57 427.03 321.74 395.87
5-29 407.41 445.09 453.85 403.28 416.44 359.70 365.62 319.33 379.56
D-A4 418.85 439.02 471.37 419.93 337.14 285.05 334.91 269.84 346.60
$H-39 401.79 485.88 364.71 466.67 360.54 33141 237.29 253.28 335.80
20-44 558.33 517.54 400.00 363.64 416.00 282.23 213.62 168.38 325.54
45-49 377.78 450.45 440.37 335.26 245.69 257.51 179.28 108.91 263.27
5-54 326.92 127.66 271.93 318.58 194.97 144.93 161.14 130.43 192.27
5-59 333.33 272.73 155.56 159.29 142.86 103.70 119.57 63.38 132.58
60-64 153.85 173.91 191.49 68.18 5714 32.61 66.67 33.90 69.40
66-69 47.62 117.65 40.00 133.33 000 39.47 13.70 0.00 37.94
70-74 0.00 52.63 0.00 55.56 27.03 38.46 3175 0.00 25.53
-79 0.00 0.00 62.50 90.91 000 0.00 0.00 0.00 15.50
TFMR (10-79) 1857 19.44 18.50 18.84 1556 12.52 1248 10.38 14.70
TFMR (15-49) 14.26 15.72 14.89 1371 1245 10.72 1052 924 11.94
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TABLE 39: FEMALE AGE-SPECIFIC FERTILITY RATESBY PERIOD

Age 57-61 R-66 67-71 72-76 77-81 82-86 8791 92-95 57-95
Total
10-14 276 9.45 5.78 304 230 2.98 291 11 3.08
15-19 173.30 195.74 179.03 167.29 025 91.17 110.30 83.92 117.58
20-24 273.87 301.85 306.12 292.75 272.73 242.54 253.81 206.83 256.92
5-29 258.33 282.76 267.02 314.14 257.94 241.65 224.26 176.19 240.17
D-34 226.23 253.48 241.54 273.20 263.59 213.53 190.13 147.24 215.26
$H-39 153.85 152.10 190.08 198.24 219.13 161.24 189.04 115.07 172.06
20-44 76.34 78.05 85.71 110.81 66.81 104.20 7117 59.89 81.12
45-49 0.00 40.00 4.88 2875 1877 1114 2299 1013 17.49
50-54 0.00 0.00 7.63 0.00 000 0.00 0.00 0.00 0.50
TFR(10-54) 5.82 6.57 6.44 6.9 596 534 532 4.00 552
TFR(1549) 581 6.52 6.37 6.93 595 5.33 531 4.00 550
Maitd

10-14 0.00 111.11 250.00 166.67 181.82 230.77 266.67 0.00 177.22
15-19 322.75 396.45 381.97 402.99 352.66 343.07 417.53 320.24 369.11
20-24 336.48 365.16 354.17 347.22 337.08 318.63 327.15 301.57 330.13
5-29 294.87 339.83 320.43 355.90 297.34 280.00 275.29 214.74 285.57
D-34 272.36 298.66 291.78 338.50 298.60 246.03 228.72 190.35 259.05
$H-39 186.75 187.76 227.12 246.54 272.32 187.11 218.70 136.94 206.98
20-44 128.21 106.67 103.31 144.88 84.03 130.12 77.46 68.40 100.21
45-49 0.00 68.49 6.90 38,63 21.98 14.71 26.95 1375 22.82
0-54 0.00 0.00 13.33 0.00 000 0.00 0.00 0.00 0.81
TFMR (10-%4) 7.71 9.37 9.75 1021 923 8.75 9.19 6.23 8.76
TFMR (15-49) 7.71 8.82 8.43 9.37 832 7.60 7.86 6.23 7.87

To address the fact that the classic fertility measures do not properly recognize the link
between males and females and therefore produce irreconcilable measures, another model
is calculated that estimates a married pair's annual hazard of experiencing a birth as a
function of male age®®, female age, and duration of the union. The modd is another
variation on the two-sex dummy variable models that were estimated to caculate the

nuptiality hazards, Equation 14.

2 As elsewhere in this document, male fertility recognizes “assigned” paternity rather than absolute biological paternity
which is something about which | have no information.

150



2 paajt) 9
§1- pa"a b))y
b.ay"+--+b,al +
Dpei@rey +o +bydy, +

bm+la£na1f +...4 b2n+n2anmarf
t1+"'+b t_+cC

n+n?+m M

In

2n+n?+1

Where pisthe protsbility that the union will experience a birth, a™ is a dummy for the male's age, &' isadummy for
the female's age, t isadummy for the duration of the union, n isthe maximum number of age groups for male and
female, and m is the maximum number of durgion-groups for the union. There are no duration/age interactionsin
thismodel (because there are not enough observations to support that many cells) so the age and duration effectsare
assumed to be completely independent.

Equation 14: Specification for Two-Sex Hazard of Experiencing a Birth Model

Figure 53 displays the hazards estimated by applying the model described by Equation 14
to the UnionYears Data Set. This figure clearly reveds where in the male-female age
matrix reproduction is occurring. The maximum ridge in the hazard surface runs obliquely
from young to old ages in such as way that the maximum likelihood of reproduction is
occurring within pairs whose male is substantialy older than the female. As it should be
the likelihood of experiencing a birth is effectively zero for women older than 50. In
contrast, men continue to have substantial likelihoods of experiencing a birth through age
64. A reveding feature of this surface is the age associativity that is present. For the most
part hazards are substantial where the age difference between the male and female is about
5 to 10 years. However, women up to 50 years old face considerable likelihoods of
experiencing a birth with men as young as 30 but not younger, and men aged 60 to 64 are
not exposed to substantia likelihoods of experiencing a birth with women less than 40

yearsold. Thereisamuchwider spread in the age of men with whom women reproduce at
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significant levels, and a somewhat narrower range of ages of women with whom men
reproduce - especialy asthe man age. Thisis partly aresult of the shorter reproductive life

of women, and partly due to the socia processes governing marriage.

Annual Hazard of Birth: All Durations of Union

00-40 0 40-80 0 80-120 @ 120-160 B 160-200 @ 200-240 B 240-280 B 280-320 M 320-360

Figure 52 Annual Hazard of Birth for Pairs: All Duration of Union
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Two more interesting results emerge from this model. The first answers the question of
how the likelihood of experiencing a birth changes as a union ages. The likelihood of
experiencing a birth as a function of the age of union is plotted in Figure 53 as the odds
ratio of the annual hazard at various durations after union formation compared to the
likelihood of experiencing a birth during the first year of the union. Age effects are
controlled for by the age dummies so what we see is a true duratiorrof-union effect with
potential bias from period effects that are not controlled for in this mode. The likelihood
of experiencing a kirth increases dramatically after the first year and more-or-less plateaus

for the next twenty years of aunion's life before dropping sharply.

Odds Ratio of Birth Probability by Duration of Union
Compared to Probability of Birth at Duration O Years
Controlling for all Age Effects
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Figure 53: Odds Ratio of Birth Probability by Duration of Union

We may also ask how the likelihood of experiencing a birth is affected by the age of one's

spouse? To answer this, the hazards produced by estimating Equation 14 can be
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manipulated to control for the age of one sex or the other to produce a novel measure

similar to atotal fertility rate. For each sex, the age-specific hazards of experiencing abirth

can be summed across al ages of the opposite sex to yield a sex specific total fertility rate

by age of the opposite sex. For example, if we take males aged 30 to 34 and sum the

hazards of

Total Fertility Rat
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Sex-Specific TFR by Age of Opposite Sex
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20-24

2529 30-34 3539
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40-44 45-49 50-54 55-59

"% 'FemaeTFR —"—Made TFR

Figure 54: Sex-Specific TFR by Age of Opposite Sex

experiencing a birth across femaes of all ages, the result is a total fertility rate for an

average femae of any age paired with male who is between 30 and 34 - the number of

children that a woman could expect to have if she survived through her entire reproductive

life paired with a man aged 30 to 34 and experienced at all ages the fertility rates associated

with being paired to a man aged 30 to 34. |If we repeat this for al age groups of males, a
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series of total fertility rates is produced that reveals how femaes reproductive potentia

changes with males age. Total fertility rates calculated in thisway are plotted in Figure 54.

The pattern of mae total fertility rates as a function of femae age is what we expect.
Males fertility is high with women aged 15 to 39, low with women aged 40 to 49, and zero
with women aged 50 and over. The interesting finding is how female fertility changes with
male age. Females are reproductive with men from age 15 b 64 with a maximum
reproductive potential when paired with men aged 30 to 34. The shape of the female curve
indicates that males reproductive potential increases more sowly than females and
diminishes more dowly over a wider range of ages. The total fertility of women paired

with 55 to 59 year old men is still 5!

TRENDS

Since 1957 the fertility of the Gwembe Tonga has changed significantly. Unfortunately the
data do not contain much of the information that is necessary to explain these changes,
there is no systematic individua-level information on contraceptive use, attitudes toward
fertility and family limitation, socio-economic standing, women's status or any of the other
factors usually assumed to be proximate determinants of fertility. In the absence of those
data, the best that can be done is to compare the trends in fertility to the known history of

the Gwembe Valleyover the same time period.

What is known from the ethnographic work of Colson, Scudder, Cliggett and Gillet-Netting

is that there has never been widespread use of modern methods of contraception at any time
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during the period 1957 to 1995. Very small numbers of women have experimented with
modern methods at various points in time, but continuous use has been prevented by the
lack of continuous availability through the public health system, the prohibitive cost of
acquiring contraceptives on the open market and the resistance to family limitation that
women face from their husbands. This means that whatever changes in fertility have taken
place are largely the result of changes in behavior relating to marriage and sex, to a
changing epidemiological profile, and to macro demographic changes in the population.
An exhaustive analysis of what those changes may have been and what brought them about
is largely the subject of a different investigation. Here it suffices to revea that they have
taken place and to correlate them to the globa changes that have taken place in the
economy, the environment, and the epidemiological profile of the population during the

same period.

This work is primarily concerned with understanding the HIV/AIDS pandemic in Africa
from the perspective of a population scientist. Toward that end, there is one aspect of the
trends in fertility that is examined in detail: namely, has there been a measurable faloff in
fertility during the most recent periods when HIV/AIDS has begun to affect the population,
and if so are the largest reductions observed for age groups that would be most affected by
HIV/AIDS? In most significantly affected African populations, HIV infects the male and
femal e populations so that the age-pattern of infection is significantly younger for females.
There are no HIV prevaence figures available for the Gwembe, but if we assume that the

epidemic there is similar to the epidemic in other polygynous areas of Africa, then we
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would expect the age-pdtern of the decline in fertility to be dightly younger for femaes
than for males and to match closely the ages at which each sex istypically most affected by
the epidemic. Reductions of this type are indeed revealed by the data, and they are
measured with a great deal of certainty. Thisis still a flimsy case at best - open to many
other explanations. However, it is given some support by the congruent finding the
mortality has increased substantialy in the same age groups for both men and women over
the same time, again measured with great certainty. There are few explanations that are
able to account for both the reductions in fertility and the increases in mortality as well as

HIV/AIDS.

Two methods are used to investigate the trends in fertility, and both are (surprise!) event
history formulations. The first was outlined above during the discussion of age-specific
fertility and total fertility rates, Equation 11 and Equation 12. Age-specific fertility rates
were caculated for each of the five-year period between 1957 and 1995 for both men and
women, and total fertility rates were calculated from those. Figure 55 contains the series of

male total fertility rates, and Figure 57 contains the series of total fertility rates for females.

The drawback to this method is that it is not possible to associate standard errors with the
differences in the tota fertility rates from one period to the next so it is not possible to say
with certainty that the change from one period to the next is not the result of a random
process. The best way to solve this would be to interact the period and age variables and
use the standard errors on the period variables and the interactions as indicators of the

likelihood that the observed changes were not the result of random processes. This method
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was attempted but failed due to the lack of sufficient observations. The final number of
variables included in a dummy variable regression with fourteen age groups for each sex
and eight period variables and al of the appropriate interactions requires a great number of
observations and events —a number not reached by the relatively small size of the Gwembe

data set.

Instead the data are divided into age groups through time, and for each age group the
likelihood of experiencing a birth is modeled as a function of time period. For example all
female personyears lived between the ages of 20 and 24 over the entire period 1957 to
1995 are selected into a sample, and the likelihood of experiencing a birth for those person
years is modeled as a function of the time period in which the person-years were lived. The

model is implemented as a dummy variable logistic regression:

& pt) 0
Ingi' T=bt, +.---+b.t, +cC
1_ Fxtl)a 1*1 77

Where p is the probability of experiencing a birth and t; is a time period dummy variable. This model is run
separately for males and female on samples of the Person-Y ear Data Set defined by age

Equation 15: Specification for the Fertility Trend Hazard M odel

With this specification it is possible to test the null hypothesis that two corsecutive period
coefficients are equal. If Rvaue produced by this test indicates the likelihood that the
difference in the two coefficients is the result of a random process. If the Rvdue is

significant, we can state with some certainty that there was a real change measured with
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these data, and furthermore if we trust the data, we can be confident that area change took

place in the population.

Table 38 and Table 39 (above) contain the results of the age-specific fertility rate
calculations and the series of total fertility rates that they produce. Those total fertility rates
are plotted in Figure 55 and Figure 57. It is immediately evident that there has been a
decline in fertility from 1972 onward. The decline is steady and substantial for both males
and females; from a total marital fertility rate of about nineteen for males to about eleven
and from about ten for females to about sx. Movements in the total and marital rates
parallel each other very closely during al periods indicating that changes in marriage
patterns probably do not explain the changes in fertility. The fertility of married people
declines in the same manner as the fertility of the whole population demonstrating that

reproductive behavior within marriage is smilar to reproductive behavior as a whole.
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Figure 56: Male Married Age-Specific Fertility Rates by Period
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Female Total Fertility Rate
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The question becomes what may have driven these changes and through what proximate
determinant, or combination of proximate determinants, were they actualy effected? As
mentioned above, the data necessary to answer those questions is not presently available.
However, the slight increase prior to 1972 occurred during the most auspicious period of
Gwembe history recorded in these data. During that time the Zambian economy as a whole
was healthy, and the local economy was booming fueled by the great productivity of the
lake Kariba fisheries while the lake consumed the initia bolus of biomass provided by the
flooding. The nearly concurrent collapse of the price of copper on the world market and
the ail crisis during the mid seventies contributed to the initiation of a permanent downturn
in the Zambian economy, and once the initid fertility of the lake was tapped out the loca
economy aso turned down. During the eighties and early nineties the situation was
compounded by a series of serious droughts. Together these influences provided the kind
of macro environment in which fertility is perhaps more expensive and less rewarding in all
ways. Precisely how these influences may have exerted downward pressure on fertility is
not known, athough it is certain that the provision of medical services deteriorated, the
average income of individuals and especialy households decreased substantially, and the
overal headth and nutrition level of the population suffered considerably. The only
exception to this generally unsatisfying picture is the sharp downturn in fertility of both
sexes during the 1992 to 1995 period. It is likely that this decrease is associated with

HIV/AIDS.
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EVIDENCE OF HIV

If the Tonga were reducing fertility to limit the size of their families, we would expect
fertility to remain high at younger ages and start to drop first at older ages, and as time goes
by, for the reduction to appear a progressively younger ages until there was a relatively
narrow and young age band in which all fertility was taking place. Alternatively if they
were using contraceptive techniques to increase their control over the spacing of births, we
would expect fertility to decrease mildly at al ages with no particular dependence on age.
Lag if HIV/AIDS is affecting fertility, we expect fertility to remain more or less constant at
all ages except those at which HIV is prevalent. Assuming that the HIV epidemic in the
Gwembe is similar to that measured elsawhere, prevalence for females is highest in the
twenties and thirties and for males in the thirties and forties. Support for this conclusion
comes from an examination of the trend in fertility by age. Figure 56 and Figure 58 present
married age-specific fertility rates for males and females for the periods 1977-1981, 1982

1986, 1987-1991 and 1992-1995.

It is clear that there is no substantial trend in male fertility outside of the 35 to 49 age
group, and that between those ages there has been a steady and substantial decrease in
fertility, especialy in the 40 to 44 age group that is most likely to be affected by HIV
infection. For females the picture is smilar except younger. There is no rea change in
female fertility outside of the 25 to 39 age group, and between those ages fertility has falen

consistently.
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Thisis a nice finding, but it could still be a serendipitous confluence of stochastic changes
in age-specific fertility. To rue out that possibility, the results of the statistical analysis of
the trends (described above) are presented in Table 41 and Table 43 and plotted in Figure

59 through Figure 75 for males and females respectively.

The tableslist the annual hazards of experiencing a birth during each period, the odds ratio
of the period hazards compared to the most recent period 1992 to 1995, and the Pvaue
generated from comparing each pair of consecutive period coefficients. A smal Rvalue
indicates that it is unlikely that the difference observed in the annua hazard from one
period to the next is the result of a random process. The figures display the trend in the
annua hazard of birth for each age group. All of the numbers are calculated for both males

and females and for both the total and married populations of males and females.

The figures clearly reved that the likelihood of experiencing a birth has decreased
substantially during the most recent two periods from 1987 to 1995 for men aged 40 to 49,
and that men aged 25 to 34 have aso experienced a sharp reduction in the likelihood of
experiencing a birth during the most recent period from 1992 to 1995. Men aged 50 to 59
also experienced a noticeable reduction during 1992 to 1995. The anomalous age group is
aged 35 to 39 for which men appear to have experienced a sharp decline from 1972 to 1992
and a leveling off between 1992 and 1995. To determine which of these changes is
statisticaly significant we examine the P-valuesin Table 41. Table 40 summarizes the P
values for the trends in male annua hazard of birth. The changes from the 1987 to 1991

period to the 1992 to 1995 period are highly significant in the 25 to 29, 35 to 39, 40 to 44
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and 45 to 49 age groups. The trend in the 30 to 34 and 40 to 44 age groups has been

statistically significant for some time.

TABLE 40: SIGNIFICANCE LEVELS OF M ALE TREND
IN ANNUAL HAZARDOF BIRTH 1977-1995

Significance Level (Percent)

7781® 82-86 82-86® 87-9L 8791® 9095

Age Group Total Married Totd Married Tota Married
%29 40% 18% 54% 8y beiter “1"22 2%
D 5% 5% Better ”1“';‘/2 3% 8% 4%
F-39 23% 7% 23% 10% 32% 84%
20-44 2% % 5% 11% 11% 11%
549 88% 75% 1% 6% 1% 4%
554 10% 15% 33% 38% 21% 42%
5-59 44% 66% 40% 46% 96% 20%

The statistical tests provide confidence in the fact that the observed changes are not the
result of a random process and provide confidence in the fact that the sets of person years
from which the estimates are made are large enough to measure changes of this magnitude.

Consequently, the changes at ages 40 to 44 and 45 to 49 are both substantial and

significant.
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TABLE 41: M ALE TREND IN ANNUAL HAZARD OF

BIRTH BY AGE

Annua Hazard OR P-Vdue Annual Hazard OR P-Vdue
Period i Total Married Tota Married Tota Married Tota Married Totd Married Totd Married
Ages10-14 Ages15-19
57-61 1 0.0000 0.0000 3.1E-07 -NA- 1.0000 -NA- 0.0000 0.3333 0.88 073 0.3904 0.3948
62-66 2 0.0000 0.0000 3.1E-07 -NA- 1.0000 -NA- 0.0097 0.3750 0.40 024 01247 0.1777
67-71 3 0.0000 0.0000 3.1E-07 -NA- 1.0000 -NA- 0.0162 0.4615 136 125 02731 0.2877
72-76 4 0.0010 02000 1.1E+101.2E+10 0.7962 1.0000 0.0119 0.2667 0.77 053 0.8533 0.8632
77-81 5 0.0007 0.2000 7.3E+09 1.2E+10 1.0000 1.0000 0.0101 0.2941 0.84 061 0.2465 0.7635
82-86 6 0.0000 0.0000 3.1E-07 83E-07 1.0000 1.0000 0.0058 0.2500 0.48 048 0.3591 0.4838
8791 7 0.0000 0.0000 3.1E-07 83E-07 1.0000 1.0000 0.0087 0.3462 0.72 077 0.3520 0.6460
92-95 8 0.0000 0.0000 1.00 1.00 -X- -X- 0.0120 0.4074 1.00 100 -X- -X-
Ages20-24 Ages25-29
57-61 1 01182 03548 122 099 00116 01702 0.2734 0.4074 161 144  0.4038 0.4444
62-66 2 01902 04309 238 157 0.0224 02599 0.3018 0.4451 1.90 170 0.8853 0.6683
67-71 3 0.1380 03864 151 117 0.1070 00177 0.3211 0.4538 1.85 156 01552 0.7808
72-76 4 0.1609 04868 203 211 0.0027 0.0352 0.2467 0.4033 148 148 0.6152 0.6934
77-81 5 01175 04208 124 131 0.1109 08697 0.2589 0.4164 159 158 0.3955 0.1830
82-86 6 0.1286 03786 157 135 0.7500 05224 0.2322 0.3597 142 130 05361 0.8769
87-91 7 01318 04270 151 150 0.0010 0.0110 0.2476 0.3656 1.52 133 0.0000 0.0200
92-95 8 0.0921 03217 1.00 1.00 -X- -X- 0.1862 0.3193 1.00 100 -X- -X-
Ages30-34 Ages35-39
57-61 1 03306 04188 139 135 0.1350 01278 0.3358 0.4018 152 137 0.7876 0.3526
62-66 2 0.3447 04390 187 186 0.4197 05621 0.3660 0.4859 1.64 177 05589 0.4020
67-71 3 03609 04714 161 166 0.4517 05269 0.2783 0.3647 1.45 147 01396 0.1113
72-76 4 03123 04199 141 147 0.1654 04670 0.3537 0.4667 191 202 0.0259 0.0430
77-81 5 0.2303 03371 113 129 0.0494 00501 0.2625 0.3605 1.28 137 0.2293 0.7676
82-86 6 0.1944 02850 084 094 0.0047 00262 02177 0.3314 104 129 0.2308 0.0957
87-91 7 0.2465 03349 123 129 0.0810 0.0430 0.1606 0.2373 0.85 097 0.3220 0.8390
92-95 8 0.2016 0.2698 1.00 1.00 -X- -X- 0.1912 0.2533 1.00 100 -X- -X-
Ages40-44 Ages45-49
57-61 1 04823 05583 564 438 00146 00105 -NA- -NA- 6.10 435 05731 0.3432
62-66 2 04511 05175 273 197 09699 03217 0.3401 0.4505 7.61 640 0.8823 0.9630
67-71 3 0.2881 04000 276 266 06076 0.6845 0.3453 0.4404 7.92 631 0.2759 0.4485
72-76 4 02550 03636 246 242 01768 04652 0.2428 0.3353 6.02 515 0.0771 0.0662
77-81 5 0.3202 04160 321 281 00215 0.0925 0.1775 0.2457 4.09 336 0.8800 0.7475
82-86 6 01949 02822 208 200 00458 0.1100 0.1920 0.2575 3.96 312 0.0104 0.0632
8791 7 04371 02136 141 144 0.1130 01100 0.1149 0.1793 217 197 0.0120 0.0380
92-95 8 0.1082 01684 1.00 1.00 -X- -X- 0.0615 0.1089 1.00 100 -X- -X-
Ages50-54 Ages55-59
57-61 1 02787 03269 531 377 0.0130 00150 0.2000 0.3333 3.30 410 0.6728 0.8886
62-66 2 01034 01277 120 0.86 0.0834 0.0505 0.1875 0.2727 4.23 448 0.3081 0.1494
67-71 3 0.2026 02719 319 263 07029 09122 0.1296 0.1556 234 189 0.9403 0.8308
72-76 4 0.2553 03186 359 273 0.0343 0.0883 0.1241 0.1593 244 213 05929 0.6604
77-81 5 0.1373 01950 187 158 0.0973 01530 0.1071 0.1429 194 177 0.4366 0.6570
82-86 6 0.0951 01449 111 099 0.3307 03861 0.0676 0.1037 1.39 145 0.4049 0.4603
87-91 7 01107 01611 150 130 0.2050 0.4190 0.0753 0.1196 0.98 106 0.9630 0.8950
92-95 8 0.0779 01304 1.00 1.00 -X- -X- 0.0427 0.0634 1.00 100 -X- -X-
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OF BIRTH BY AGE

TABLE 41 CONTINUED: M ALE TREND IN ANNUAL HAZARD

Annua Hazard OR P-Vdue Annual Hazard OR P-Vaue
Period i Total Married Tota Married Tota Married Tota Married Totd Married Totd Married
Ages60-64 Ages65-69
57-61 1 0.0800 0.1538 437 518 0.7390 0.8767 0.0385 0.0476 1.4E+10 1.3E+10 0.4433 0.4405
62-66 2 01053 01739 591 6.00 06841 0.8591 0.0952 0.1176 3.6E+10 3.5E+10 0.5958 0.3591
67-71 3 01324 01915 767 6.75 0.1448 0.0951 0.0571 0.0400 2.1E+10 1.1E+10 0.4870 0.2396
72-76 4 0.0526 0.0682 279 209 0.8403 0.7966 0.0984 0.1333 3.7E+10 4.0E+10 0.0000 0.0000
77-81 5 0.0458 00571 241 173 0.3640 04165 0.0000 0.0000 7.6E-10 7.6E-10 0.0000 0.0000
82-86 6 0.0244 00326 126 096 09102 0.7234 0.0283 0.0395 9.9E+09 1.1E+10 0.3536 0.3524
8791 7 0.0263 0.0417 137 125 0.6460 0.7440 0.0098 0.0137 3.4E+09 3.7E+09 0.0000 0.0000
92-95 8 0.0195 0.0339 100 1.00 -X- -X- 0.0000 0.0000 1.00 100 -X- -X-
Ages70-74 Ages75-79

57-61 1 0.0000 0.0000 1.7E-05 11E-07 1.0000 1.0000 0.0000 0.0000 6.1E-06 1.7E-05 1.0000 1.0000
62-66 2 0.0417 0.0526 8.3E+09 7.9E+09 1.0000 1.0000 0.0000 0.0000 6.1E-06 1.7E-05 1.0000 1.0000
67-71 3 0.0000 0.0000 1.7E-05 1.1E-07 1.0000 1.0000 0.0455 0.0625 9.6E+09 9.4E+09 0.8515 0.7830
72-76 4 0.0400 0.0556 7.9E+098.4E+09 0.6617 0.6035 0.0588 0.0909 1.3E+10 1.4E+10 1.0000 1.0000
77-81 5 0.0217 0.0270 4.2E+09 4.0E+09 0.8607 0.7998 0.0000 0.0000 6.1E-06 1.7E-05 1.0000 1.0000
82-86 6 0.0278 0.0385 5.4E+095.7E+09 0.9472 0.8734 0.0000 0.0000 6.1E-06 1.7E-05 1.0000 1.0000
87-91 7 0.0256 0.0317 5.0E+09 4.7E+09 0.0000 0.0000 0.0000 0.0000 6.1E-06 1.7E-05 1.0000 1.0000
92-95 8 0.0000 0.0000 100 1.00 -X- -X- 0.0000 0.0000 1.00 100 -X- -X-

" Theannua hazards listed in this table are cal culated as the parity -weighted average of the annual hazard of 1, 2, or three hirthsdefined in
Equation 13. These should be interpreted as the number of births an average male of agiven age could expect to have in agive period.
"™ Theoddsratiosand P-valueslisted in this table refer to the coefficientsthat predict the annual hazard of asingle birth. Consequently,
the oddsratios are close to but not exactly equal to what would result from calculating them from the annual hazards that are listed.
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Figure 59: Male Annua Hazard of Birth Ages 1519
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Male Annual Hazard of Birth Ages 20-24
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Male Annual Hazard of Birth Ages 30-34
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Figure 62: Male Annua Hazard of Birth Ages 30-34
Male Annual Hazard of Birth Ages 35-39
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Figure 63: Male Annual Hazard of Birth Ages 3539
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Male Annual Hazard of Birth Ages 40-44
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Figure 64: Male Annua Hazard of Birth Ages 40-44
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Male Annual Hazard of Birth Ages 45-49
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Figure 65: Male Annual Hazard of Birth Ages 4549
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Male Annual Hazard of Birth Ages 50-54
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Figure 66: Male Annual Hazard of Birth Ages 50-54
Male Annual Hazard of Birth Ages 55-59
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Figure 67: Male Annual Hazard of Birth Ages 55-59
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Male Annual Hazard of Birth Ages 60-64

250

200

per 1,000
5]
o
»

100

57-61 62-66 67-71 72-76 77-81 82-86 87-91 92-95

Period (19XX)
"4 Tota Married

Figure 68: Male Annua Hazard of Birth Ages 60-64

A similar examination of the changes in the female likelihood of experiencing a birth is
presented in Table 42, Table 43 and Figure 69 through Figure 75. The main finding is that
there are substantial and highly significant reductions in the likelihood that females aged 20
to 39 will experience a birth between the 1987 to 1991 period and the 1992 to 1995 period.
The reductions are of particularly large magnitude in the 25 to 39 age groups and

particularly in the 35 to 39 age group.

TABLE 42: SIGNIFICANCE LEVELS OF FEMALE TREND
IN ANNUAL HAZARDOF BIRTH 1977-1995

SianificancelL evel (Percent)
77-81® 82-86 82-86® 87-91 87-91® 92-95
Age Group Total Married Tota Married Tota Married
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0-24

5-29
D-34
3$H-39

20-44
549

10%

43%
3%
1%

4%
37%

43%

47%
5%
Better than 1%

4%
50%

48%

32%
23%
19%

5%
17%

68%

82%
45%
20%

1%
26%

Better than
1%

Better than
1%

1%

Better than
1%

45%

15%

%

Better than 1%
%
Better than 1%

61%
25%
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TABLE 43: FEMALE TREND IN ANNUAL

HAZARD OF BIRTH BY AGE

Period

57-61
62-66
67-71
72-76
77-81
82-86
8791
92-95

57-61
62-66
67-71
72-76
77-81
82-86
87-91
92-95

57-61
62-66
67-71
72-76
77-81
82-86
8791
92-95

57-61
62-66
67-71
72-76
77-81
82-86
8791
92-95

O~NO O hAhWNEF O~NO O WNE O~NOUTA WN P

O ~NOOA~WNPE

Annual Hazad OR P-Vdue Annua Hazard P-Vdue
Total Married Tota Married Tota Married Tota Married Totd Married Totd Married
Ages10-14 Ages15-19
0.0028 0.0000 248 -NA- 02598 -NA- 01733 0.3228 229 101 0.3876 0.1469
0.0095 0.1111 855 1.8E+07 0.4618 04337 0.1957 0.3964 2.66 139 0.4828 0.7688
0.0058 0.2500 521 4.7E+07 0.3997 0.6904 0.1790 0.3820 2.38 131 0.5612 0.6311
0.0030 0.1667 274 28E+07 0.7310 09376 0.1673 0.4030 219 143 0.0000 0.2630
0.0023 0.1818 207 3.1E+07 0.7208 0.7690 0.0903 0.3527 1.08 116 0.9368 0.8268
0.0030 0.2308 268 4.2E+07 0.9677 0.8269 00912 0.3431 1.10 111 0.0758 0.0530
0.0029 0.2667 262 5.1E+07 0.2390 0.0000 0.1103 0.4175 135 152  0.0090 0.0070

0.0011 0.0000 1.00 1.00 -X- -X- 0.0839 0.3202 1.00 100 -X- -X-
Ages20-24 Ages25-29
0.2739 03365 145 117 03507 04198 0.2583 0.2949 1.63 153 0.4410 0.2129
0.3019 0.3652 166 133 0.8762 07319 0.2828 0.3398 1.84 183 0.5788 0.5567
0.3061 0.3542 169 127 05979 08138 0.2670 0.3204 1.70 172 00751 0.2412
0.2927 03472 159 123 0.3624 07027 0.3141 0.3559 214 202 0.0221 0.0345
0.2727 03371 144 118 0.1017 04322 0.2579 0.2973 163 155 0.4326 0.4673
0.2425 03186 123 1.08 0.4820 06798 0.2417 0.2800 1.49 142 0.3239 0.8220
0.2538 03272 130 113 0.0020 01980 0.2243 0.2753 1.35 139 0.0020 0.0020
0.2068 0.3016 1.00 1.00 -X- -X- 0.1762 0.2147 1.00 100 -X- -X-
Ages30-34 Ages35-39
0.2262 02724 169 159 0.4134 04997 0.1538 0.1867 1.40 145 0.9569 0.9795
0.2535 0.2987 197 181 0.6964 08481 0.1521 0.1878 1.38 146 0.1949 0.2635
0.2415 02918 184 175 0.2523 01582 0.1901 0.2271 1.80 185 0.7699 0.5612
02732 03385 218 218 0.7087 0.1871 0.1982 0.2465 1.90 206 0.4140 0.4065
0.2636 0.2986 207 181 0.0308 0.0483 0.2191 0.2723 216 236 0.0123 0.0021
0.2135 0.2460 157 139 0.2307 04509 0.1612 0.1871 1.48 145 0.1897 0.2013
0.1901 0.2287 136 126 0.0120 0.0680 0.1890 0.2187 1.79 176 0.0000 0.0000
0.1472 01903 1.00 1.00 -X- -X- 0.1151 0.1369 1.00 100 -X- -X-
Ages40-44 Ages45-49
0.0763 0.1282 130 200 09543 06278 -NA- -NA- -NA- -NA- -NA- -NA-
0.0780 0.1067 133 163 0.7565 09158 0.0400 0.0685 4.07 528 0.0520 0.0328
0.0857 0.1033 147 157 0.2748 01538 0.0049 0.0069 0.48 050 0.0892 0.0976
0.1108 01449 196 231 0.0260 0.0161 0.0288 0.0386 2.89 288 0.3915 0.2772
0.0668 0.0840 112 125 0.0370 0.0418 0.0188 0.0220 1.87 161 0.3691 0.5031
0.1042 01301 183 204 00546 00131 0.0111 0.0147 110 107 0.1694 0.2634
0.0712 00775 120 114 0.4510 06110 0.0230 0.0270 230 199 0.1520 0.2500
0.0599 0.0684 1.00 1.00 -X- -X- 0.0101 0.0137 1.00 100 -X- -X-
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Female Annual Hazard of Birth Ages 15-19
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Figure 69: Female Annual Hazard of Birth Ages 15-19
Female Annual Hazard of Birth Ages 20-24
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Figure 70; Female Annual Hazard of Birth Ages 20-24
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Figure 71: Female Annual Hazard of Birth Ages 25-29
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Female Annual Hazard of Birth Ages 30-34
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Figure 72: Female Annual Hazard of Birth Ages 30-34
Female Annual Hazard of Birth Ages 35-39
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Figure 73: Female Annual Hazard of Birth Ages 35-39
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Figure 74: Female Annual Hazard of Birth Ages 40-44
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Figure 75: Female Annual Hazard of Birth Ages 45-49
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MORTALITY

The risk of death faced by the Tonga is surprisingly low given the chalenging environment
in which they live. Between 1957 and 1995 the expectation of life at birth was 48 years for
males and 52 years for females. The likelihood that an infant would die before its first
birthday was 0.119 for males and 0.104 for females. What is most interesting is the trend
in the likelihood of dying at various ages. The chances of survival improved steadily in
most age groups from 1957 until the late eighties to early nineties. After that mortality
conditions have generally deteriorated, and some age groups have seen al of the advances
of the previous two or three decades erased within five to ten years. It is likely that these
reversals are the result of a generally deteriorating environment and economy, the impact of

along series of serious droughts, and finaly HIV/AIDS.

The andysis presented for mortality is similar to the analysis of fertility. The overal levels

are demonstrated and discussed followed by a discussion of the trends experienced by

various age groups.

LEVELS

The overall level of mortaity is summarized by life tables calculated over the period 1957
to 1995, Table 44 for maes and Table 45 for females. Figure 76 plots the life table
probability of dying hgx from the life tables, and Figure 77 plots the life table survivors k.
The life tables gopear reasonable, the age-pattern of the risk death has the normal shape,
and overal level of mortality is modest. Noteworthy features of the tables are the relatively

high infant and child mortality, the dight bulge in mortality between ages 35 and 49, and
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the stochastic nature of the figures at older ages. The stochasticity at older ages is smply
the result of relatively few death events at those ages in the data set. It is not the aim of this
section to produce an exhaustive comparison of these mortality patterns with other existing
patterns, for that please refer to Part 1. Here we are primarily interested in the age- specific
trends that may provide some indication of when and to what extent the HIV/AIDS

epidemic may have affected the population.

All of the life tables presented in this section are calculated in the following way. The
annua hazard of death for an individual of a given sex and age living during a defined
period is obtained by estimating a dummy variable logistic regression model with the

following form:

nE Ha.s) 0
a9
bos+
b131 +...+bnan
b, 8 S+ +b,a,s+C

Where p is the probability of experiencing death, a; is a set of dummy variables for age, sisadummy variable for
sex, and ajsisaset of interactionsbetween age and sex. Themodel is estimated on samples of the Person-Y earData
Set defined along time and age. Because the unit of analysisis a person-year, the resulting probabilities are annual
hazards of experiencing a death. This model allows for dtatistical tests of the influence of sex as a whole and the
independent influence of sex at each age. The age dummies and the main sex effect are always highly significant.
Theinteraction effects are highly significant as agroup but not necessarily significant asindividual effects.

Equation 16: Specification for the Hazard Model of Mortality

The annual hazards of experiencing a death are assumed to correspond to the life table
probabilities of death. The annua hazards are aggregated to produce the life table

probabilities of death g over the standard five-year, and in some cases tenyear, age
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groups. The remainder of the life table is constructed in the usua fashion as described by
Preston et a. (Preston, Heuveline, and Guillot 2001). Because life tables are somewhat
sensitive to the choice of nax for the first age interval 0 to 1, this value must be chosen with
care. The values used are those suggested by Coae and Demeny (Coale and Demeny
1966), 0.33 for males and 0.35 for femaes. Finally, the life tables must be closed in a
rational fashion. This involves choosing a reasonable vaue for the expectation of life of
those who live to the oldest age reported in the data. This is accomplished by fitting the
Himes, Preston, Condran (Himes, Preston, and Condran 1994) standard surviva curve for
older ages to the life table for ages 4 and older®®. The predicted values of the surviva
curve for ages older than the oldest recorded age in the data are then used to extrapolate the
life table survival curve beyond the oldest age reported in the data up through age 100.
Using these extrapolated values it is possible to calculate the expectation of life for those
who survive to the oldest age reported in the data assuming that they face age- specific risks

of death that are smilar to old people living in populations with their approximate level and

% The usual approach isto assume thaty L, isthe ratio of |, toy m, which makes the implicit assumption that either yM , or
va, isknown. The event history approach does not provide either thus necessitating another approach.
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slope of mortality for ages 45 and older®l. When the life tables are presented the cells with

extrapolated values are shaded.

81 7o accomplish thefit, the Brass logit of both the life table and the old age standard survival curvesis calculated for ages
45 and older. An OLS regression of the logit of the life table survival values against the logit of the standard survival

values is performed to estimate the a and b parameters of the Brass logit relationad model of mortality. Using the linear

relationship defined by this regression and the constant and slope coefficients that it produces, the logits of the standard
survival curve are transformed into the values that as a group most closely match thelogits of the life table survival values.
The inverse logits of these values for ages older than the oldest age reported in the data are used to finish the life table.
The resulting expectation of life at the oldest age reported in the data is used as the expectation of life for those who

surviveto the oldest age reported in the data.
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TABLE 44: MALE LIFE TABLE 1957-1995

Age Ix nOx nCk My nLx Tx [N

0 100,000 0.119380 11,938 0129759 92,002 4,800,905 4810
1-4 88,062 0.119393 10,514 0031743 331,220 4717904 5357
59 77,548 0.036785 2,853 0007495 380,608 4,386,684 56.57

1014 74,695 0.016540 1,235 0.003336 370,388 4,006,075 53.63
1519 73,460 0.010530 774 0002117 365,366 3,635,687 49.49
20-24 72,686 0.011832 860 0.002380 361,282 3270321 44.99
2529 71,826 0.023005 1,652 0.004655 355,001 2,909,040 40,50
3034 70,174 0.037705 2,646 0.007686 344,255 2,554,039 36.40
3539 67,528 0.054139 3,656 0011129 328,501 2,200,784 3272
40-44 63,872 0.052541 3,356 0.010792 310,971 1,831,283 29.45
45-49 60,516 0.043619 2,640 0.008918 295,982 1,570,312 25.95
50-54 57,877 0.085159 4,929 0.017789 277,062 1,274330 22.02
55-59 52,948 0.087810 4,649 0018368 253,116 997,268 18.83
60-64 48,299 0.166817 8,057 0.036399 221,351 744,152 15.41
65-69 40,242 0.137141 5519 0029447 187,411 522,801 12.99
70-74 34,723 0.242933 8,435 0.055304 152,526 335,390 9.66
7579 26,287 0.438311 11,522 0.112266 102,632 182,864 6.96
80-84 14,765 0.558961 8,253 0.155155 53,194 80,232 5.43
85-89 6512 0.714745 4,655 0.222444 20,924 27,038 415
90-94 1,858 0.852047 1,583 0.296893 5331 6114 3.29
9599 275 0.930470 256 0.347992 735 783 2.85
100+ 19 1.000000 19 0.400000 48 8 250
Shaded area contains extrapolated values
TABLE 45: FEMALE LIFE TABLE 1957-1995
Age Ix nCk nCx oM nLx Tx &

0 100,000 0.103592 10,359 0111071 93,267 5,164,944 51.65
1-4 89,641 0.114698 10,282 0.030419 338,000 5,071,677 56.58
59 79,359 0.033999 2,698 0.006917 390,051 4733677 50.65

1014 76,661 0.014270 1,094 0.002875 380,570 4343627 56.66
1519 75,567 0.010147 767 0.002040 375,919 3,963,056 52.44
20-24 74,800 0.017334 1,297 0.003497 370,760 3,587,138 47.96
2529 73,504 0.020453 1,503 0.004133 363,760 3,216,378 4376
30-34 72,000 0.029760 2,143 0.006042 354,645 2,852,617 39.62
35-39 69,858 0.023808 1,663 0.004819 345,130 2497972 35.76
40-44 68,194 0.037743 2,574 0.0076%4 334,538 2,152,842 3157
45-49 65,621 0.028145 1,847 0.005709 323,486 1,818,304 2771
50-54 63,774 0.060809 3878 0012543 309,174 1,494,818 23.44
55-59 59,896 0.052174 3125 0010714 291,666 1,185,645 19.80
60-64 56,771 0.074202 4212 0015412 273,322 893,979 15.75
65-69 52,558 0.180129 9,467 0.039592 239,123 620,656 11.81
7074 43,091 0.293640 12,653 0.068834 183,822 381,533 8.85
7579 30,438 0.441501 13,441 0113344 118,586 197,711 6.50
80-84 16,997 0.645810 10,977 0.190759 57,542 79,125 4.66
85-89 6,020 0.801010 4,822 0.267228 18,045 21,583 359
90-94 1,198 0.912238 1,093 0.335455 3,258 3533 2.95
95-99 105 0.966665 102 0.374192 272 280 267
100+ 4 1.000000 4 0.400000 9 9 2.50

Shaded area contains extrapolated values
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Life Table Probability of Dying ,q, 1957-1995
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Figure 76: Life Table Probability of Dying 1957-1995
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Figure 77: Life Table Survivors 1957-1995
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TRENDS
Mortality conditions improved steadily from 1957 until 1972 after which conditions
remained constant for about twelve years until 1986. After 1986 overal mortaity

definitely began to deteriorate.

TABLE 46: LIFE EXPECTANCY AT BIRTH

Female Made

Period Measured Predicted Difference M easured Predicted Difference

57-61 37.95 37.56 039 37.82 39.62 -1.79
&-66 4461 45.30 -0.69 47.83 4514 2.68
67-71 47.26 49.82 -2.56 47.84 48.38 -0.54
T2-76 58.90 53.04 5.86 53.84 50.67 316
77-81 52.52 55.53 -301 48.94 52.45 -3.51
&-86 58.84 57.56 128 51.74 5391 -2.17
8791 54.90 59.28 -4.39 47.19 55.14 -7.95
P-95 50.66 60.77 -1011 46.20 56.20 -10.00
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Figure 78 Trend in Life Expectancy at Birth
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The trend in overall mortality is examined by calculating sex-specific life tables for five-
year periods from 1957 to 1995, Table 48 and Table 49. Table 46 and Figure 78
summarize the trend in the expectation of life at birth, and Table 47 summarizes the age-

specific trendsin the life table probability of dying, n0x.

The decrease in the expectation of life at birth between 1982 and 1995 is substantial. If
mortality had continued to improve at the same rate after 1982 as it had before 1982 it is
clear that the expectation of life in 1995 would be far greater than what was actually
measured. The question is by how much? To answer that, the trend in the expectation of
life at birth is fit with an exponentia curve between 1957 and 1981, and the trend
embodied in the fit is extrapolated until 1995. The predicted expectation of life a birth
calculated in this fashion is compared to the actual expectation of life at birth to estimate
the number of years of life expectancy lost since 1982, Table 46. Both maes and females

have lost roughly ten years of life expectancy!

Having established that overall mortality has worsened considerably since 1982, we now
turn to an examination of the trend in mortaity at different ages. The objective is to
determine whether or not the deterioration is concentrated at certain ages, or whether it has
occurred in auniform fashion at al ages. In the absence of cause-specific mortality figures,
the clear elucidation of a specific cause responsible for these changes is not possible.

However, the age pattern of the changes may provide some circumstantial clues. Most
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notably, if HIV/IAIDS has played a magjor role, we should be able to see substantial impacts
for age groups typically affected by HIV/AIDS: infants and young children and young to

middle-aged adults.

TABLE 47: LIFE TABLE PROBABILITY OF DYING ,gx BY AGE AND PERIOD

Period
Age 57-61 62-66 67-71 72-1% 77-81 8286 87-91 92-95
Femae
0 0.212435 0.117460 0.105714 0.104255 0.103448 0.082616 0.092426 0.094527
14 0.165041 0.175663 0.144201 0.114162 0.120479 0.064985 0.104934 0.112207
59 0.050393 0.051010 0.064398 0.045516 0.034679 0.030745 0.025750 0.015709
10-19 0.049556 0.048938 0.022632 0.027630 0.028634 0.012866 0.015488 0.028120
20-2 0.051534 0.030346 0.033924 0.014837 0.039621 0.017071 0.033386 0.065937
30-3 0.110991 0.029540 0.012338 0.009611 0.049617 0.058249 0.046557 0.095190
40-9 0.135221 0.087279 0.019065 0.043066 0.035269 0.039443 0.098176 0.100819
50-3 0.119610 0.059684 0.171219 0.090707 0.077932 0.059684 0.131613 0.154508
60-80 0.346620 0.454606 0.459672 0.062285 0.232999 0.229505 0.129677 0.163874
70-® 0.734765 0.820026 0.871826 0.269736 0.564795 0.542514 0.463201 0.545310
Mde

0 0.203320 0.129693 0.134518 0.096907 0.093686 0.120861 0.119593 0.108865
14 0.189474 0.167304 0.136074 0.072266 0.113645 0.125303 0.095736 0.126976
59 0.063004 0.071959 0.065501 0.039058 0.033588 0.029584 0.026689 0.023341
10-19 0.044143 0.011267 0.024027 0.017316 0.037302 0.015386 0.029901 0.037531
20-2 0.000000 0.000000 0.034699 0.036626 0.041516 0.025437 0.038815 0.042653
30-3 0.124363 0.017809 0.045412 0.040617 0.050571 0.057763 0.107929 0.168161
40-9 0.228759 0.035145 0.026349 0.096851 0.099842 0.039083 0.111723 0.134615
50-39 0.181275 0.152354 0.216913 0.067770 0.172587 0.107035 0.210612 0.192833
60-0 0.179651 0.291682 0.178058 0.351419 0.373697 0.266880 0.365818 0.195121
70-® 0.499537 0.614093 0.547631 0.613612 0.713939 0.540319 0.729374 0.534338
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TABLE 48: M ALE LIFE TABLESIN FIVE-Y EAR PERIODS

Age Ix nOx nOx Tk nLx Tx e
1957-1961
0 100,000 0.203320 20,332 0.235385 86,378 3,782,167 37.82
1-4 79,668 0.189474 15,095 0.052326 288,482 3,695,789 46.39
59 64,573 0.063004 4,068 0.013011 312,6%4 3,407,307 52.77
10-19 60,505 0.044143 2,671 0.004514 591,692 3,094,613 51.15
20-29 57,834 0.000000 0 0.000000 578,338 2,502,921 43.28
30-39 57,834 0.124363 7,192 0.013261 542,376 1,924,583 33.28
40-49 50,641 0.228759 11,585 0.025830 448,490 1,382,207 27.29
50-59 39,057 0.181275 7,080 0.019934 355,167 933,717 2391
60-69 31,977 0.179651 5,745 0.019738 291,044 578,550 18.09
70-719 26,232 0.499537 13,104 0.066584 196,801 287,506 10.96
80-89 13,128 0.8131%4 10,676 0.137039 77,903 90,705 6.91
90-99 2452 0.977971 2,398 0191378 12,532 12,802 5.22
100+ 7] 1.000000 54 0.200000 270 270 5.00
19621966
0 100,000 0.129693 12,969 0.142035 91,311 4,782,560 47.83
1-4 87,031 0.167304 14,561 0.045644 319,002 4,691,249 53.90
59 72,470 0.071959 5,215 0.014929 349,313 4,372,248 60.33
10-19 67,255 0.011267 758 0.001133 668,764 4,022,934 59.82
20-29 66,497 0.000000 0 0.000000 664,975 3,354,170 50.44
30-39 66,497 0.017809 1,184 0.001797 659,054 2,689,196 4044
40-49 65,313 0.035145 2,295 0.003577 641,655 2,030,142 31.08
50-59 63,018 0.152354 9,601 0.016492 582,173 1,388,487 22.03
60-69 53,417 0.291682 15,581 0.034148 456,264 806,314 15.09
70-79 37,836 0.614093 23,235 0.088620 262,186 350,050 9.25
80-89 14,601 0.898909 13,125 0.163276 80,386 87,864 6.02
90-99 1476 0.993395 1,466 0197375 7,429 7478 5.07
100+ 10 1.000000 10 0.200000 49 2 5.00
1967-1971
0 100,000 0.134518 13,452 0.147842 90,987 4,783,865 47.84
1-4 86,548 0.136074 11,777 0.036502 322,639 4,692,877 54.22
59 74,771 0.065501 4,898 0.013544 361,612 4,370,238 58.45
10-19 69,874 0.024027 1,679 0.002432 690,342 4,008,626 57.37
20-29 68,195 0.034699 2,366 0.003531 670,116 3318284 48.66
30-39 65,828 0.045412 2,989 0.004647 643,338 2,648,168 40.23
40-49 62,839 0.026349 1,656 0.002670 620,112 2,004,830 31.90
50-59 61,183 0.216913 13,271 0.024330 545,476 1,384,718 22.63
60-69 47,912 0.178058 8,531 0.019346 436,463 839,243 17.52
70-79 39,381 0.547631 21,566 0.075412 285,977 402,779 10.23
80-89 17,815 0.846624 15,082 0.146808 102,735 116,802 6.56
90-99 2,132 0.985150 2,692 0194147 13,865 14,067 55
100+ 41 1.000000 41 0.200000 203 203 5.00

Shaded areas contains extrapolated values
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TABLE 48 CONTINUED: MALE LIFE TABLESIN FIVE-YEAR PERIODS

Age Ix nOx nOx Tk nLx Tx e
19721976
0 100,000 0.096907 9,691 0.103636 93,507 5,383,5% 5384
1-4 90,309 0.072266 6,526 0.018744 348,185 5,290,088 58.58
59 83,783 0.039058 3,272 0.007967 410,734 4,941,903 58.98
10-19 80,511 0.017316 1,394 0.001747 798,136 4,531,169 56.28
20-29 79,117 0.036626 2,898 0.003731 776,677 3733033 47.18
30-39 76,219 0.040617 3,096 0.004146 746,709 2,956,357 38.79
40-49 73,123 0.096851 7,082 0.010178 695,820 2,200,647 30.22
50-59 66,041 0.067770 4,476 0.007015 638,032 1513827 22,92
60-69 61,565 0.351419 21,635 0.042633 507,478 875,795 14.23
70-719 39,930 0.613612 24,502 0.088520 276,793 368,317 9.22
80-89 15,429 0.907299 13,998 0.166066 84,294 91,524 5.93
90-99 1430 0.994467 1,422 0197799 7,191 7,230 5.06
100+ 8 1.000000 8 0.200000 40 2 5.00
1977-1981
0 100,000 0.093686 9,369 0.099961 93,723 4,894,348 48.94
1-4 90,631 0.113645 10,300 0.030123 341,926 4,800,625 52.97
59 80,332 0.033588 2,698 0.006832 394,912 4,458,699 55.50
10-19 77,633 0.037302 2,896 0.003801 761,854 4,063,787 52.35
20-29 74,737 0.041516 3,103 0.004240 731,861 3,301,933 44.18
30-39 71,635 0.050571 3,623 0.005188 698,233 2,570,072 35.88
40-49 68,012 0.099842 6,790 0.010509 646,168 1,871,839 2752
50-59 61,222 0.172587 10,566 0.018889 559,385 1,225,671 20.02
60-69 50,656 0.373697 18,930 0.045957 411,906 666,285 13.15
70-79 31,726 0.713939 22,650 0111027 204,006 254,380 8.02
80-89 9,075 0.945058 8,577 0.179168 47,871 50,374 5155
90-99 499 0.997966 498 0.199188 2,498 2503 5.02
100+ 1 1.000000 1 0.200000 5 5 5.00
19821986
0 100,000 0.120861 12,086 0131510 91,902 5,173,865 51.74
1-4 87,914 0.125303 11,016 0.033419 329,624 5,081,962 57.81
59 76,898 0.029584 2,275 0.006006 378,803 4,752,338 61.80
10-19 74,623 0.015386 1,148 0.001551 740,491 4373535 58.61
20-29 73,475 0.025437 1,869 0.002576 725,405 3,633,045 49.45
30-39 71,606 0.057763 4,136 0.005948 695,379 2,907,640 40.61
40-49 67,470 0.039083 2,637 0.003986 661,513 2,212,261 32.79
50-59 64,833 0.107035 6,939 0.011309 613,632 1,550,748 2392
60-69 57,893 0.266880 15,451 0.03078 501,681 937,116 16.19
70-79 42,443 0.540319 22,933 0.074032 309,765 435,435 10.26
80-89 19,510 0.857655 16,733 0.150157 111,437 125,670 6.44
90-99 2,777 0.987501 2,742 0.195062 14,059 14,233 512
100+ K3} 1.000000 35 0.200000 174 174 5.00

Shaded areas contains extrapolated values
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TABLE 48 CONTINUED: MALE LIFE TABLESIN FIVE-YEAR PERIODS

Age Ix nOx nOx Tk nLx Tx e
1987-1991
0 100,000 0.119593 11,959 0.130010 91,987 4,718,798 47.19
1-4 88,041 0.095736 8,429 0.025137 335,305 4,626,810 52.55
59 79,612 0.026689 2,125 0.005410 392,748 4,291,505 53.91
10-19 77,487 0.029901 2,317 0.003035 763,288 3,898,757 50.31
20-29 75,170 0.038815 2,918 0.003958 737,115 3,135,469 41.71
30-39 72,253 0.107929 7,798 0.011409 683,535 2,398,34 33.19
40-49 64,454 0.111723 7,201 0.011833 608,539 1,714,819 26.61
50-59 57,253 0.210612 12,058 0.023%40 512,242 1,106,280 19.32
60-69 45,195 0.365818 16,533 0044771 369,285 594,037 13.14
70-719 28,662 0.729374 20,905 0.114805 182,093 224,752 7.84
80-89 7,757 0.950111 7,370 0.180993 40,718 42,659 5.50
90-99 387 0.998353 386 0.199342 1,938 191 5.02
100+ 1 1.000000 1 0.200000 3 3 5.00
19921995

0 100,000 0.108865 10,886 0117430 92,706 4,619,973 46.20
1-4 89,114 0.126976 11,315 0.033896 333,823 4,527,267 50.80
59 77,798 0.023341 1,816 0.004723 384,451 4193444 53.90
10-19 75,982 0.037531 2,852 0.003825 745,565 3,808,993 50.13
20-29 73,131 0.042653 3,119 0.004358 715,710 3,063,428 41.89
30-39 70,011 0.168161 11,773 0.018360 641,248 2,347,718 3353
40-49 58,238 0.134615 7,840 0.014433 543,183 1,706,471 29.30
50-59 50,398 0.192833 9,718 0.021341 455,392 1,163,288 23.08
60-69 40,680 0.195121 7,937 0.021621 367,112 707,89% 17.40
70-79 32,742 0.534338 17,496 0.072914 239,947 340,784 1041
80-89 15,247 0.841147 12,825 0.145169 88,345 100,837 6.61
90-99 2422 0.984209 2,384 0.193782 12,301 12,493 5.16
100+ 33 1.000000 38 0.200000 191 191 5.00

Shaded areas contains extrapolated val ues
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TABLE 49: FEMALE LIFE TABLES IN FIVE-YEAR PERIODS

Age Ix nOx nOx Tk nLx Tx e
1957-1961
0 100,000 0.212435 21,244 0.246468 86,192 3,794,964 37.95
1-4 78,756 0.165041 12,998 0.044971 289,030 3,708,773 47.09
59 65,758 0.050393 3314 0.010339 320,508 3419743 52.00
10-19 62,445 0.049556 3,095 0.005082 608,974 3,099,235 49.63
20-29 59,350 0.051534 3,059 0.005290 578,209 2,490,261 41.96
30-39 56,292 0.110991 6,248 0.011751 531,676 1,912,053 33.97
40-49 50,044 0.135221 6,767 0.014503 466,602 1,380,377 27.58
50-59 43,277 0.119610 5176 0.012722 406,886 913,775 2111
60-69 38,100 0.346620 13,206 0.041929 314,972 506,889 13.30
70-719 24,894 0.734765 18,291 0116147 157,484 191,916 7.71
80-89 6,603 0.978521 6,461 0.191589 33,723 34,432 521
90-99 142 0.999816 142 0.199927 709 709 5.00
100+ 0 1.000000 0 0.200000 0 0 5.00
19621966
0 100,000 0.117460 11,746 0127170 92,365 4,461,227 44.61
1-4 88,254 0.175663 15,503 0.048144 322,010 4,368,862 49.50
59 72,751 0.051010 3711 0.010469 354,477 4,046,852 55.63
10-19 69,040 0.048938 3,379 0.005017 673,507 3,692,375 5348
20-29 65,661 0.030346 1,993 0.003081 646,650 3,018,868 45.98
30-39 63,669 0.029540 1,881 0.002998 627,284 2,372,218 37.26
40-49 61,788 0.087279 5,393 0.009126 590,916 1,744,934 28.24
50-59 56,395 0.059684 3,366 0.006152 547,123 1,154,018 20.46
60-69 53,029 0.454606 24,107 0.05884 409,756 606,895 11.44
70-79 28,922 0.820026 23,717 0.138991 170,635 197,139 6.82
80-89 5205 0.990825 5,157 0.196363 26,265 26,504 5.09
90-99 8 0.999958 48 0.199983 239 239 5.00
100+ 0 1.000000 0 0.200000 0 0 5.00
1967-1971
0 100,000 0.105714 10,571 0113514 93,129 4,726,156 47.26
1-4 89,429 0.144201 12,896 0.038851 331,923 4,633,028 51.81
59 76,533 0.064398 4,929 0.013308 370,343 4,301,105 56.20
10-19 71,604 0.022632 1,621 0.002289 707,941 3,930,762 54.90
20-29 69,984 0.033924 2,374 0.003451 687,967 3222821 46.05
30-39 67,610 0.012338 834 0.001241 671,926 253484 37.49
40-49 66,776 0.019065 1,273 0.001925 661,390 1,862,928 27.90
50-59 65,502 0.171219 11,215 0.018725 598,948 1,201,538 18.34
60-69 54,287 0.459672 24,954 0.059685 418,100 602,591 11.10
70-79 29,333 0.871826 25,573 0.154555 165,463 184,491 6.29
80-89 3,760 0.993903 3,737 0197576 18,913 19,028 5.06
90-99 23 0.999976 23 0.199990 115 115 5.00
100+ 0 1.000000 0 0.200000 0 0 5.00

Shaded areas contains extrapolated values
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TABLE 49 CONTINUED: FEMALE LIFE TABLESIN FIVE-YEAR PERIODS

Age Ix nOx nOx Tk nLx Tx e
19721976
0 100,000 0.104255 10,426 0111834 93,223 5,889,991 58.90
1-4 89,574 0.114162 10,226 0.030268 337,846 5,796,768 64.71
59 79,348 0.045516 3,612 0.009315 387,713 5458922 68.80
10-19 75,737 0.027630 2,093 0.002802 746,905 5,071,209 66.96
20-29 73,644 0.014837 1,093 0.001495 730,979 4,324,303 58.72
30-39 72,552 0.009611 697 0.000966 722,029 3593325 49,53
40-49 71,854 0.043066 3,094 0.004401 703,070 2,871,295 39.96
50-59 68,760 0.090707 6,237 0.009502 656,413 2,168,225 3153
60-69 62,523 0.062285 3,8% 0.006429 605,757 1,511,812 24.18
70-719 58,629 0.269736 15,814 0.031179 507,214 906,056 15.45
80-89 42,814 0.601886 25,769 0.086100 299,297 398,841 9.32
90-99 17,045 0.915990 15,613 0.169000 92,385 99,544 584
100+ 1432 1.000000 1,432 0.200000 7,160 7,160 5.00
1977-1981
0 100,000 0.103448 10,345 0.110906 93,276 5,251,824 52.52
1-4 89,655 0.120479 10,802 0.032050 337,018 5158549 5754
59 78,854 0.034679 2,735 0.007058 387,432 4,821,531 61.15
10-19 76,119 0.028634 2,180 0.002905 750,293 4,434,099 58.25
20-29 73,939 0.039621 2,930 0.004042 724,747 3,683,807 49.82
30-39 71,010 0.049617 3,523 0.005088 692,482 2,959,060 41.67
40-49 67,487 0.035269 2,380 0.003590 662,965 2,266,578 33.59
50-59 65,106 0.077932 5074 0.008109 625,694 1,603,613 24.63
60-69 60,032 0.232999 13,988 0.026372 530,387 977,919 16.29
70-79 46,045 0.564795 26,006 0.078706 330,420 447532 9.72
80-89 20,039 0.915913 18,354 0.168974 108,620 117,112 5.84
90-99 1685 0.996072 1,678 0.198435 8,458 8491 504
100+ 7 1.000000 7 0.200000 33 3 5.00
19821986
0 100,000 0.082616 8,262 0.087304 94,630 5,884,491 58.84
1-4 91,738 0.064985 5,962 0.016792 355,030 5,789,861 63.11
59 85,777 0.030745 2,637 0.006245 422,291 5434831 63.36
10-19 83,139 0.012866 1,070 0.001295 826,047 5,012,541 60.29
20-29 82,070 0.017071 1,401 0.001722 813,693 4,186,444 51.01
30-39 80,669 0.058249 4,699 0.006000 783,193 3,372,801 41.81
40-49 75,970 0.039443 2,996 0.004024 744,716 2,589,608 34.09
50-59 72,973 0.059684 4,355 0.006152 707,957 1,844,891 25.28
60-69 68,618 0.229505 15,748 0.025926 607,440 1,136,934 16.57
70-79 52,870 0.542514 28,683 0.074445 385,285 529,494 10.02
80-89 24,187 0.904290 21,872 0.165060 132,511 144,209 5.96
90-99 2315 0.994676 2,303 0.197882 11,636 11,698 5.05
100+ 12 1.000000 12 0.200000 62 & 5.00

Shaded areas contains extrapolated values
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TABLE 49 CONTINUED: FEMALE LIFE TABLESIN FIVE-YEAR PERIODS

Age Ix nOx nOx Tk nLx Tx e
1987-1991
0 100,000 0.092426 9,243 0.09834 93,992 5,489,643 54.90
1-4 90,757 0.104934 9,524 0.027686 343,982 5,395,650 59.45
59 81,234 0.025750 2,092 0.005217 400,940 5,051,688 62.19
10-19 79,142 0.015488 1,226 0.001561 785,292 4,650,728 58.76
20-29 77,916 0.033386 2,601 0.003395 766,157 3865435 49.61
30-39 75,315 0.046557 3,506 0.004767 735,619 3,099,278 41.15
40-49 71,809 0.098176 7,050 0.010324 682,837 2,363,660 32.92
50-59 64,759 0.131613 8,523 0.014088 604,972 1,680,823 25.96
60-69 56,236 0.129677 7,292 0.013867 525,894 1,075,851 19.13
70-719 48,943 0.463201 22,671 0.060281 376,079 549,956 11.24
80-89 26,273 0.840336 22,078 0.144928 152,337 173877 6.62
90-99 4,1% 0.986502 4,138 0.194673 21,257 21,540 5.13
100+ 57 1.000000 57 0.200000 283 283 5.00
19921995

0 100,000 0.094527 9,453 0.100716 93,856 5,065,874 50.66
1-4 90,547 0.112207 10,160 0.029719 341,869 4972018 5491
59 80,387 0.015709 1,263 0.003167 398,779 4,630,149 57.60
10-19 79,124 0.028120 2,225 0.002852 780,119 4,231,370 5348
20-29 76,899 0.065937 5,070 0.006818 743,642 3451,251 44.88
30-39 71,829 0.095190 6,837 0.009995 684,102 2,707,609 37.70
40-49 64,992 0.100819 6,552 0.010617 617,153 2,023507 3113
50-59 58,439 0.154508 9,029 0.016744 539,245 1,406,354 24.07
60-69 49,410 0.163874 8,097 0.017850 453,613 867,109 17.55
70-79 41,313 0.545310 22,528 0.074973 300,487 413,495 10.01
80-89 18,785 0.898942 16,886 0.163287 103,414 113,008 6.02
90-99 1,898 0.994596 1,888 0.197850 9,543 954 5.05
100+ 10 1.000000 10 0.200000 51 51 5.00

Shaded areas contains extrapolated val ues
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Age-specific trends in mortality are examined using two different techniques. First, the
age-specific time series of life table probabilities of dying ngx are collected together from
Table 48 and Table 49 and displayed in Table 47. Second, the event history approach used
to examine trends in fertility is applied to the mortality data.  Within each age-group the
probability of death is modeled as a function of sex and time period according the

following specification:

e CEL 2':
61 t,.95
b,s+
b1t1 +"'+b7t7
bgt,s+---+b,ts+C

Where p is the probability of experiencing a death, sisadummy variable for sex, ti isaset of dummy variablesfor
time period, and tisis a set of interactions between time and sex. This model is estimated on the Person-Y ear Data
Set for person-years lived over specified age ranges. With this specification it is possible to test the null hypothesis
that consecutive period coefficients are equal. A small P-value generated by that test indicatesthat it isunlikely that
the change observed between the consecutive periods in question is the result of arandom process

Equation 17: Specification for Age Specific Hazard M odel of Mortality

Table 50 contains estimates of the annual hazards of death by period for each five-year age-
group along with the odds ratios comparing each period to the most recent 1992 to 1995
period and the P-values produced testing the null hypothesis that each pair of consecutive
period effects is the same. Figure 79 through Figure 88 display the age-specific trends in

the annual hazard of death.

The annual hazard of death for infants and children aged one to four improved steadily

during the early periods from 1957 through the 1970s and then remained constant with no
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consistent substantial movement up or down. After a brief deterioration during 1962 to
1966, the hazard of death for children five to nine has improved steadily right through the
most recent period 1992 to 1995. The low hazard of desath for ten to nineteen year old

children has remained low and roughly constant throughout the period of observation.

The 20 to 29 age group is the youngest to manifest the mortality reversal noted above. The
annual hazard of death has been consistently low for young adults in their twenties, but the
beginning of an upward trend is evident during the most recent to periods between 1987
and 1995. This change is statistically significant for femaes (at the 7% level) and very
mildly significant (at the 30% level) for males between the 1987 to 1991 and the 1992 to

1995 periods.

A similar situation is observed for adults aged 30 to 39. After a dramatic improvement
immediately following relocation of the population, the annual hazard of death remained
relatively constant until the most recent two periods when it increased dramatically for both
sexes. Both the improvement after relocation and the most recent increase are statistically
significant for females (at the 9% and 8% levels respectively) while none of the changes for
males are statistically significant from one period to the next. Changes in the 40 to 49 age
group mirror those in the 30 to 39 age group with initial improvement followed by along
plateau and a recent deterioration. None of the changes in this age group are highly
statistically significant from one period to the next. At ages older than 49, no real trends
are evident, and there appears to have been little meaningful change over time measured at

older ages.
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TABLE 50: TREND IN ANNUAL HAZARD OF DEATH BY AGE

Age0 Agesl-4
Annud Hazard OR P-Vdue Annud Hazard OR P-Vdue
Period i Femde Made Femae Mde Femde Made Femde Made Femde Mde Femde Made
5761l 1 0.2124 0.2033 258 244 0.0044 0.6232 0.0441 0.0512 153 179 0.7900 0.5578
62-6 2 0.1175 01297 127 143 0.6307 0.6325 0.0471 0.0447 164 15 0.3358 0.9783
67-71 3 0.1057 01345 113 149 09462 0.2577 0.0382 0.0359 131 123 0.2512 0.2040
-6 4 0.1043 0.0969 111 1.03 0.9664 0.9238 0.0299 0.0186 1.02 063 0.7787 0.1815
778l 5 0.1034 0.0937 111 099 02281 0.0625 0.0316 0.0297 1.08 101 0.0035 0.0106
82-% 6 0.0826 0.1209 0.86 132 05283 0.5985 0.0167 0.0329 0.56 113 0.0203 0.0055
87a 7 0.0924 0.1196 0.98 130 0.8940 0.6010 0.0273 0.0248 093 084 0.6880 0.3610
RN-PH 8 0.0945 0.1089 1.00 117 -X- -X- 0.0293 0.0334 1.00 114 -X- -X-
Ages5-9 Ages10-19
5761 1 0.0103 0.0129 3.28 413 0.9830 0.8715 0.0051 0.0045 1.78 158 0.9847 0.3052
62-66 2 0.0104 0.0148 332 474 0.6085 0.5877 0.0050 0.0011 176 040 0.2825 0.2569
67-71 3 0.0132 0.0135 4.23 430 0.3726 0.7616 0.0023 0.0024 080 08 0.7820 0.6265
72-%6 4 0.0093 0.0079 295 252 04966 0.8303 0.0028 0.0017 098 061 0.9507 0.4033
7781 5 0.0070 00068 223 216 0.7598 0.9908 0.0029 0.0038 1.02 133 0.1973 0.9156
8- 6 0.0062 0.0060 1.98 190 0.6532 0.8963 0.0013 0.0015 045 054 0.7723 0.5641
87a 7 0.0052 0.0054 1.65 171 0.2940 0.5700 0.0016 0.0030 0.55 106 0.2430 0.5760
N-FH 8 0.0032 0.0047 1.00 1.49 -X- -X- 0.0028 0.0038 1.00 134 -X- -X-
Ages20-29 Ages30-39
5761 1 0.0053 -NA- 0.78 -NA- 04791 -NA- 0.0117 0.0132 1.18 133 0.0939 0.6430
62-6 2 0.0031 -NA- 045 -NA- 0.8821 -NA- 0.0030 0.0018 030 018 04715 0.2763
67-71 3 0.0034 0.0035 051 052 0.3339 0.4400 0.0012 0.0046 0.12 046 0.8590 0.9332
72-%6 4 0.0015 0.0037 0.22 055 02145 0.3997 0.0010 0.0041 010 041 0.1237 0.2703
7781 5 0.0040 0.0042 0.59 0.62 0.1733 0.6836 00051 0.0052 0.51 052 0.7601 0.9718
8- 6 0.0017 0.0026 0.25 038 02510 0.7571 0.0060 0.0059 060 059 0.6453 0.1890
87a 7 0.0034 0.0040 0.50 058 0.0740 0.3050 0.0048 0.0114 048 114 0.0840 0.6210
RN-H 8 0.0068 0.0043 1.00 0.64 -X- -X- 00100 0.0182 1.00 185 -X- -X-
Ages40-49 Ages50-59
5761 1 0.0144 0.0256 1.37 246 05697 0.2660 0.0127 0.0198 0.76 119 05523 0.7350
62-66 2 0.0091 0.0036 0.86 034 01773 0.4883 0.0061 0.0164 036 098 0.3177 0.6051
67-71 3 0.0019 0.0027 0.18 025 04737 0.7454 0.0186 0.0242 112 146 0.3729 0.6160
-6 4 0.0044 0.0101 041 096 0.8030 0.8115 0.0095 0.0070 056 042 0.8354 0.2977
778l 5 0.0036 0.0105 0.34 099 08814 0.2918 0.0081 0.0188 0.48 113 06958 0.7896
82-% 6 0.0040 0.0040 0.38 037 01061 0.8671 0.0061 0.0113 036 067 0.1549 0.9053
87a 7 0.0103 0.0118 0.97 112 09490 0.7770 0.0140 0.0234 084 141 0.6780 0.6390
RN-PH 8 0.0106 0.0144 1.00 1.36 -X- -X- 0.0166 0.0212 1.00 128 -X- -X-
Ages60-69 Ages70-79
5761 1 0.0417 0.0196 241 111 0.6077 0.8890 0.1034 0.0870 252 208 -NA- -NA-
62-66 2 0.0588 0.0339 3.46 194 09765 0.6078 0.0438 0.0420 -NA- -NA- -NA- -NA-
67-71 3 0.0597 0.0194 352 110 0.0322 0.0234 0.0000 0.0233 0.00 052 0.0000 0.0000
72-%6 4 0.0064 0.0424 0.36 245 01948 0.2793 0.0122 0.0952 0.27 230 0.0323 0.0131
7781 5 0.0262 0.0457 149 265 09765 0.6138 0.1058 0.0317 259 072 0.7509 0.7548
8- 6 0.0257 00306 1.46 175 02577 0.1639 0.0920 0.0375 221 085 0.7022 0.1617
87a 7 0.0138 0.0445 0.77 258 0.6390 0.1630 0.0761 0.0962 1.80 233 0.2860 0.6960
N-FH 8 0.0177 0.0215 1.00 122 -X- -X- 0.0438 0.0420 1.00 09 -X- -X-
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Figure 79: Annual Hazard of Death 1957-1995 Age 0
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Figure 80: Annual Hazard of Death 1957-1995 Ages 1-4
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Annual Hazard of Death 1957-1995: Age 5-9
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Figure 81: Annual Hazard of Death 1957-1995 Ages 5-9
Annual Hazard of Death 1957-1995: Age 10-19
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Figure 82: Annual Hazard of Death 1957-1995 Ages 10-19
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Figure 83: Annual Hazard of Death 1957-1995 Ages 20-29
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Figure 84: Annual Hazard of Death 1957-1995 Ages 30-39

203




Annual Hazard of Death 1957-1995: Age 40-49
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Figure 85: Annual Hazard of Death 1957-1995 Ages 40-49
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Figure 86: Annual Hazard of Death 1957-1995 Ages 50-59
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Annual Hazard of Death 1957-1995: Ages 60-69
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Figure 87: Annual Hazard of Death 1957-1995 Ages 60-69
Annual Hazard of Death 1957-1995: Ages 70-79
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Figure 88: Annual Hazard of Death 1957-1995 Ages 70-79
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EVIDENCE OF HIV

The only evidence of HIV that these data can potentialy reveal is a time-specific increase
in the probability of death occurring near the time that it is known that the AIDS epidemic
began to have an impact in Zambia. That timeis the late 1980s to the early 1990s, and the
impacts we expect to find are substantially increased and growing risks of death to infants,

young children aged one to four, and middle-aged adults.

The results of the satistical tests for trends presented in the previous section are
disappointing in that they did not clearly reveal HIV-like changesin therisk of death. Itis
possible that the data are broken down into cells so small that statistically significant
changes could not be measured. To address that potential problem another approach is
adopted. The annual hazard of death experienced during a defined age group is modeled as
a polynomial function of a continuous variable coding calendar year — the so-called
fractional polynomial model that has already been used to examine the age pattern of
fertility above. The advantage of this approach is that it estimates the magnitude and
significance of the trend using all of the data for a given age group instead of breaking it
down into smaller cells. The modd is specified as a binary logistic regression as follows:

2 Al yea) g=b0a+b1g+c

§1- p( yeay) i

Where pisthe probability of experiencing adeath and year is a continuous variable representing calendar year. The
a and g variables represent transformations of the year variable. STATAS fracpoly routine estimates the model with
awide variety of transformations and chooses those that maximize the quality of the overall fit. Thetransformations
chosen in that fashion for each age group are listed below in Table51.

In

Equation 18: Specification for the Fractional Polynomial Hazard M odel of Mortality Through Time
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TABLE 51: TRANSFORMATIONS SUBSTITUTED

ear
FOR a AND b IN EQUATION 18: x =y—
10
Mde Female
Age Group a g a g
0 X -2 X -05 X -2 x 05
14 X 2 In(x) X1 X3
20-24 X 2 X0.5 X—Z X—0.5
25-29 x -1 X3 X1 X3
30-% X 2 X—0.5 X 2 XO.5
33 X2 In(x) X2 x %
40-44 X 2 X -05 X -2 X -05
452 X "2 In(x) X2 In(x)
Predicted Trend in the Annual Hazard of Death
Ages 0-4
250
§ 225
S O
E_ZOO X
g 175 N
% 150
=}
g 125 -
% M o ‘Mx‘
= 100 W
=}
5 75
g %
g »
57585960616263 64656667686970717273 74757677787980 818283 848586 87888990 919293 9495
Year
—*—Female0 "~ & “Femde1-4 —*—Made0 —*— Mde 1-4

Figure 89: Predicted Trend in Annual Hazard of Death Ages0-4
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Figure 90: Predicted Trendin Annual Hazard of Death Ages 20-29
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Figure 91: Predicted Trendin Annual Hazard of Death Ages 30-39
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Predicted Trend in the Annual Hazard of Death
Ages 40-49
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Figure 92: Predicted Trendin Annual Hazard of Death Ages 30-39

The model is estimated using STATA's logistic routine in conjunction with the fracpoly
routine applied to the PersonYear Data Set. The unit of analysis is a personyear which
makes the resulting predicted probabilities refer to the annual hazard of death as a function
of year. Table 52 contains the P-values corresponding to the coefficients on the

transformed year variables for al of the models estimated.
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TABLE 52: P-VALUES FOR THE YEAR EFFECTS RESULTING FROM
ESTIMATION OF EQUATION 18

Made Female
Age Group a g a g

0 0.001 0.001 0001 0.001
14 0.001 0.001 0.047 0.051
59 0.910 0.940 0.0%6 0.093
10-14 0.143 0.142 0.342 0.345
15-19 0.338 0.336 0704 0.706
20-24 0.203 0.203 0074 0.073
25-9 0.997 0.982 0.068 0.068
30-% 0.048 0.047 0004 0.004
35-3 0.015 0.014 0.200 0.197
40-44 0.196 0.195 0.109 0.109
45-89 0.038 0.038 0055 0.056
50-%4 0.462 0.460 0.110 0.107
55-39 0.069 0.069 0.793 0.791
60-64 0.538 0539 0.248 0.258
65-80 0.303 0.300 0.866 0.872
70-74 0.617 0.617 0.209 0.212
75-P® -NA- -NA- 0.765 0.767

Bold b significant to highly significant
Italic P mildly significant

So what does all this mean? The transformations of the year variable give the trend its
shape, and the coefficients on the transformed year variable determine how much each
transformation contributes to the final shape of the trend. The significance tests on those
coefficients test the null hypothesis that they are equal to zero and thus indicate how likely
it is that the value they take could have been the result of a random process. Becaise the
coefficients represent how much of each component shape is necessary to create the final
shape, if they are non-negligible in magnitude (all of them are) and statistically significant,
we can comfortably assume that the shape of the predicted curve represents something real

—inthis case, the trend in the annua hazard of death in a given age group.

The P-values presented in Table 52 reveal a nice age-pattern. The trends fit for ages0to 4

and generdly for ages 20 through 49 are significant, meaning that a meaningful
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relationship between the annua hazard of death and time period exists. The significance of
the time period effects for other ages is negligible or not at all significant. These findings
indicate that there probably are long-term trends in the annual hazard of death for ages 0 to
4 and 20 to 49, while there are probably not any significant long term trends in the annua

hazard of death at other ages.

Having established real trends for ages 0 to 4 and 20 to 49, the next question is how exactly
the annual hazards have changed over time. Figure 89 through Figure 92 display the shape
of the trends in annual hazards for those ages. According to the predicted trends mortality
conditions improved for both infants and young children through the middle 1970s. After
that the risk of death faced by young children remained constant while the risk of death
faced by infants began to increase during the late 1980s and early 1990s, exactly the time
when the AIDS epidemic began to grow in Zambia This is what we expect as an
HIV/AIDS begins to have an effect. The ongoing downward trend in the risk of death is

halted for young children and actually reversed for infants.

The trend for young adults is only significant for females, and the shape indicates a
substantial reversal of what was a steep downward trend in the risk of death. The
turnaround coincides with the time when the AIDS epidemic began to grow in Zambia, and
the magnitude is impressive. This supports the finding elsewhere hat the age-pattern of

HIV infection is typically younger for females.
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Both males and females exhibit significant and substantial trends at ages 30 to 39. In both
cases the risk of death has increased substantially from the mid 1980s onward. At the risk
of becoming boring, it is worth noting again that this reversal coincides with the onset of
the AIDS epidemic in Zambia At the beginning of the time period, there appears to have
been a dramatic improvement in mortality conditions for males 35 to 39 and females 30 to
34. Thissupports Colsonand Scudder's assertion that the forced relocation that occurred in
1957-58 was most stressful for middle-aged adults who bore the brunt of the emotional,

physical and financial responsibility of successfully moving their households.

The trends for both males and females aged 40 to 49 are similarly significant and
important. As with the 30 to 39 age group, there was an immediate improvement after
relocation followed by along plateau and a deterioration beginning in the late 1980s when

AIDS started to have an effect.

Taken as a whole, these results firmly support the conclusion that there have been
significant and substantial increases in the risk of death in precisely the age groups that
may be affected by HIV/AIDS. Additionally, there have not been significant or substantial
changes in other age groups that are not typically affected by the disease. The conclusion
isthat HIV/AIDS may have began to kill the Gwembe Tonga in significant number during

the bte 1980s and early 1990s.
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Part 3

A TWO-SEX STOCHASTIC MICROSIMULATION
OF A POPULATION WITH HIV

BACKGROUND

MODELS OF HUMAN POPULATION

Perhaps the simplest model of human population is the parsmonious two-parameter
exponential growth model that predicts the overal size of a population as a function of its
origina size and its proportional growth rate. From there, models become quickly more
complex and elaborate. For example, Lotka's (Lotka 1939) elegant formal description of a
stable population describes how population renewal and depletion processes work together
to determine the overal size and age-structure of the population and provides the basis for
a deeper understanding of fundamental population dynamics. Lotka's model is specified
with respect to a one-sex population and draws insightful relationships between the age-
specific rate of reproduction, age-specific survival probabilities, and the growth rate of the
population. It does not attempt to describe the vital dynamics of another sex, the pairing
processes that must operate to bring the sexes together to reproduce, any of the biological
processes that underpin reproduction and survival or any other important processes

affecting population dynamics. However, by sacrificing that additiona richness, Lotka s
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model remains tractable and the relationships he derives can be manipulated anaytically to

yield additional insights.

More differentiated models that take into account both sexes and attempt to model
behavioral and biological processes quickly become mathematically intractable and only
able to yield numerical results. Some models of this type, such as Anderson and Garnett’s
models of populations with HIV (Garnett and Anderson 1994b; Garnett and Anderson
1996b) are specified at the population level by a set of differential equations. In most cases
it is not possible to formulate analytical solutions to these equations, and consequently
numerical techniques are used to investigate specific conditions. These usually proceed by
specifying the parameter set so that it broadly reflects the redlity that one wants to
investigate and then using a powerful computer to numerically solve the differential
equations or simulate the population governed by those equations as it evolves through
time. Beyond not being able to “solve’ these systems or even manipulate them anaytically
to a large extent, the computational complexity and power required to conduct the
simulations is considerable, and finally and most importantly, a large number of behavioral
and biological aspects of the system that relate directly to individuas cannot be modeled

explicitly because the systems are defined relative to the population as awhole.

This leads us to the last genera category of population model — the individual-evel,
stochastic model. These are specified with respect to individua people who are stepped
through time and exposed to the risk or experiencing various events during each time step.

Whether or not the events take place during a given time step is determined by comparing
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each individua’s probability of experiencing each event for which they are at risk to a
random number; if the random number is less than the probability of the event, the event
takes place. The most prominent and also perhaps the longest-lived example of this type of
model is the SOCSIM microsimulator developed by Eugene Hammel and Kenneth
Wachter and supported by the Demography Department at Berkeley (Wachter Accessed
2001). SOCSIM contains a full demographic model of a closed population; meaning that
marriage (male/female pairing), reproduction (birth), death, and migration are all modeled
well with numerous behaviora influences taken into account. It is “closed” in the sense
that al partners must be drawn from within the existing population and cannot come from
outside (or to generated). SOCSIM has been successfully used to examine a range of
issues relating to household dynamics and the evolution of kinship networks over time, see

for example (Lin 1995; Wachter 1995; Wachter, Knodel, and VanL andingham 2000).

Population models have been reviewed and critiqued by many, see (Coae and Trussell
1996; Palloni and Glicklich 1991; Srikantan 1982). The various reviews identify two broad
themes along which models can be differentiated: 1) the substantive issues they are
designed to address, and 2) the methodology they employ. Srikantan (Srikantan 1982)
identified four categories of modd: 1) structura equation models, 2) macro models, 3)
micro models, and 4) analytical models. This classification appears to be primarily based
on the technique employed by the model. Palloni and Glichlich (Palloni and Glicklich
1991) divide models into three broad groups. 1) extrapolation and curve fitting models, 2)

back calculation models, 3) biolbgical and behavior models. This scheme relies on both
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the technique and the substantive nature of the models to classify them. Last Coale and
Trussell (Coale and Trussell 1996) review population models specifically in the context of
Denography and draw broad distinctions between models that are purely mathematical,
those that summarize empirical observations, those that are used to predict future
population outcomes, and those that aim to elucidate the operation of population processes
a the individua level. The emphasis here is on the substantive nature of the model and

what it is used to explore.

CLASSIFICATION OF POPULATION MODELS

Adding to these classifications, | believe there are three important dimensions on which

models can be classified.

1. Unit of andyss:
d macro, or
b) micro.
2. Mode of operation:
a deterministic, or
b) stochastic.
3. Substantive aim of to which the model is directed:
a to identify and manipulate an empirica regularity, and/or
b) to measure some aspect of a population process, and/or
€ to understand and summarize the past, and/or
d) to predict or project some measure of a population into the future, and/or,
€ to understand complex, inter-related population processes, and/or
f) totestindividual and populationbased inter ventions.

Macro models are specified with respect to populations while micro models are specified at
the level of the individual. A deterministic model is one whose operation is predictable

while a stochastic model operates in a probabilistic manner that is not predictable on the
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level of the unit of analyss. Macro models can be constructed to operate in either
deterministic or stochastic modes or both, while truly micro models can only operate

stochastically.

Macro models are well suited to explore substantive questions falling into all six categories
enumerated above. Ther one critical limitation is that they are not able to describe or
examine truly individual level characteristics such as behavioral and biological attributes.
Mainly because of their complexity and lack of analytical results, micro models are best
suited to examine those questions that rely heavily on specific individual-level attributes,
again usualy behavioral and biological. Micro modek are not well-suited to examine the
past, which usually involves cumulating some sort of parameter; or to predicting the future,
because they must actualy generate an entire future population. The predictive value of
micro models is dso limited by the large number of parameters that they require as inputs,
each of whose future trend must also be predicted. The combined uncertainty in the
predictions of al of the parameters is substantia and does not compare favorably with

simpler nodels.

MACROAND MICROMODELS
MACRO DETERMINISTIC MODELS

The unit of analysis in large part determines the structure of the model and the types of
redity that it can modd. “Macro” modes are specified with reference to groups of
individuals and make the implicit assumption that all individuals within a group are
homogenous in al respects. A direct consequence is that all interactions take place
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between homogenous groups — not between individuals. The movement of “individuals’
from one group to another, or between states, is usually governed by a set of differentia
equations that determine what fraction of a group in a given state will move to another state
over a specified period of time. These movements can be modeled as either deterministic
or stochastic processes, athough in practice the specifications are amost aways
deterministic. However, the models as a whole do not have to be deterministic in the
traditional sense, but may comprise a chaotic system. The analytica specification is a big
advantage of macro models; the expressions governing the model can sometimes be solved
to yiedd a set of eguations describing the behavior of the solution (a “steady” or
“equilibrium” condition) to the model — some aspect of the model that is not specified but
can be derived from those aspects that are specified. These models are often too complex
to solve, but even in those cases, the governing expressions can often be manipulated to
yield additiona non-trivial insights into aspects of the modd that are not explicitly
specified. Macro models are ided for studying processes that can be specified on the
population level and do not explicitly rely on individua-level behavior, preferences or
biology. Their standard mathematical specification aso makes them comparatively easy to

understand, implement and interpret.

Macro models can model the past to understand the present through various techniques
including cumulation and iterative estimation of the parameters necessary to correctly
cumul ate the past to arrive at the present, and they can also model the future in a predictive

sense based on a set or reasonable parameters. Their complexity may range from \ery
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smple to extremely complex; one of their advantages is that they can ignore individuat
level behavior, and in comparison to individua-level models, are generaly more smple.
An important facet of this comparative smplicity is the fact that they do not need as much
information to run and can operate on a much smaller parameter set than most individuak
level models. For example, they are often specified with respect to one sex only, and they
can modd whole subgroups of a population as a single unit. The results that they produce
usualy give a broadly redlistic but not very specific understanding of a process. These
kinds of results are good for overal predictions of population size and growth, the general
outlines of age structures and gross move ments between various groups. What they are not
able to produce are detailed understanding of systems involving individual-level behavioral
and biological processes. Findly, macro models are implemented in a wide array of
technologies ranging from simple calculator-based caculations to spreadsheets to
sophisticated customized software, reflecting the wide range of complexities that are

possible with macro models.

EXAMPLES OF MACRO MODELS ADDRESSING HIV/AIDS

A small slection of macro models addressing HIV/AIDS is discussed below with an
attempt to present arange of substantive foci and methodologies. A now somewhat dated,
but nonetheless comprehensive and important, review of population models examining the

impact of HIV/AIDS is contained in the special UN volume The AIDS Epidemic and its

Demographic Consequences. Proceedings of the United NationsWorld Health

Organization Workshop on Modelling the Demographic |mpact of the AIDS Epidemic in
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Pattern 1l Countries: Progress to Date and Policies for the Future, New York, 13-15

December 1989 (United Nations Department of International Economic and Social Affairs

and World Health Organization Global Programme on AIDS 1991). Much of the materia
below is based on this publication, and the fact that not a lot more work has been done in
thisfield since that time is somewhat surprising. All of the models below in this section are
macro models and thus do not model individuals, individual coital acts, individual-based
transmission of HIV, or individual behavior and biology as it relates to transmission and
disease higtory within individuas. As a result, al of these models are limited in their
ability to examine the primary processes responsible for the transmission and incubation of

HIV, and they are fundamentally different from the type of mode that | have built.

HEUVELINE

Heuveline (Heuveline 2001) extends the cohort-component population model, most
commonly used as the basis for population projections, to model a population with HIV.
To the usud age-specific cohort-component model, he adds sex-specificity and a number of
HIV-related states through which the population is moved. The population is divided into
HIV-infected and non-HIV-infected, and as time steps forward, the nortinfected are
infected according to a parameter-dependant incidence rate (both horizontal and vertical).
HIV satus affects both fertility and mortality, and some degree of duration dependence is
supported. A relatively parsimonious set of parameters governs the HIV-related behavior
of the model. Redistic values for these parameters are obtained through a maximum

likelihood procedure that identifies the parameter set most likely to reproduce a range of
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incidence ratios and fertility impairment indices. The resulting parameters alow the model
to reproduce, as a group, the set of observations over which the parameters are estimated,
and consequently to calibrate the model to behave in a fashion similar to the populations
that provided the observations. Heuveline suggests using the model to examine the
evolution of and relationship between populationlevel indices of the HIV epidemic and the
overal size and composition of the population. For example, the future course of mortality
and fertility rates, overall population size, growth rates, and the relationships between the

prevalence of various subgroups within the population.

This model is relatively smple and elegantly specified, and as aresult is widely useful and
quite general. Its parameter set is static (non time-evolving) which may limit its ability to
predict the future, but nonetheless, it is a useful tool for understanding and estimating the

overal impact of HIV/AIDS on a population.

Although none of his models appear to be published in accessible sources, Artzrouni has
also pursued a smilar approach to Heuveline's beginning during the late 1980s and early
1990s. He aso developed multi-state variations of the standard cohort-component model,

but he does not appear to have taken the work as far as Heuveline.

IWG—THE UNITED STATES|NTERAGENCY WORKING GROUPON AIDSM ODELSAND

M ETHODS

The IWG modd was created by the United States Interagency Working Group on AIDS

models and Methods beginning in the late 1980s (Stanley, Seitz, Way, Johnson, and Curry
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1991). The model has been continuously refined since then, but a detailed description of

these refinements could not be found as of this writing.

The IWG modd is a deterministic model specified using a set or partial differential
equations. The level of analysis is the population rather than the individual. It takesinto
account a bewildering array of behavioral and biological processes affecting the

transmission and incubation of the HIV, and it is uniquely comprehensive in this regard.

All important modes of transmission in the developing world setting are addressed:
horizontal, vertical and through blood transfusions, and the progression of the disease

within infected groups is also modeled as a duration-since infection-dependent process.

Demography is fully modeled as two-sex and age-differentiated, and the population is split
into urban and rura groups that can modeled differently. However, the IWG model does
not attempt to correctly model couples, opting rather to divide males and females into
sngle and paired groups with various infection statuses. This is done to avoid the
complexity of properly modeling a polygynous marriage system, and in our view is a mgor
weakness in the demographic component of the IWG model. As with the Anderson models
(below), the IWG mode resorts to arelatively ad-hoc method to balance sexual partnership
formation — an unappealing aspect of the model that potentially introduces an unknown
bias into the demography of the modeled population. Unlike most of the other models, an
attempt to address polygyny is made, athough it is rudimentary at best. Additionally, the

model does not appear to take into account the direct impact of HIV infection on fertility,
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nor does it tightly couple conception (fertility) and the transmission of HIV because

individua coital acts are not modeled.

This model is unique in that it attempts to address the impact of migration on the growth
and development of and HIV epidemic. Loca circular and permanent migration are

addressed as is international migration.

It is dso among a smal number that make a comprehensive attempt to model STD
cofactors associated with the spread of the HIV. The STDs are spread through the same
sexua contacts that transmit AIDS, and the presence of STDs modifies the transmission

rates of the HIV.

The IWG modd aso models sexua activity within partnerships as a function of the
duration of the partnership assuming that longer term partnerships are associated with less

casual sex on the part of their members.

As with al the macro models described in this section, the IWG model does not correctly
recognize or model the absolute link between conception (fertility) and, the transmission of
HIV and other STDs, and the affect of condoms that limit al three smultaneoudy. All of
these processes are mediated through individual sexua contacts and cannot be de-coupled
if the am is to satisfactorily model both the demography ad the epidemiology of a

population with HIV.
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The IWG model has been used to study a wide range of issues revolving around
understanding the inter-relationship of the processes that contribute to an HIV epidemic.
Because of its detail, it can be used to study the impact of interventions, to make medium
range projections, to study changes in the age structure and dependency ratios, and to

examine the impact of the differences between urban and rural populations.

The initial results presented in the UN publication (Stanley et al. 1991) outline a familiar
three scenario analysis that clearly demonstrates that an HIV epidemic is difficult to initiate
and maintain, but once athreshold is passed, an epidemic grows quickly and has substantial
impacts on the demography of the affected population. In hindsight, the “worst case
scenario” that is presented appears to be the one that is playing out in Southern Africa a
decade later. That scenario predicts a flattening of population growth and an overall
prevalence of about 40 percent prevalence, not too different from what appears to be

building in Zimbabwe, Zambia, Botswana and South Africa.

ANDERSON, GARNETT & GREGSON

Anderson, Garnett, Gregson and their colleagues have developed and refined a significant
macro model (and many variations on it) of an HIV infected African population (Anderson,
May, and McLean 1988; Anderson, Ng, Boily, and May 1989; Anderson 1991a; Anderson
1991b; Anderson, May, Boily, Garnett, and Rowley 1991; Anderson, Ng, Rowley, and
McLean 1991; Garnett and Anderson 1993a; Garnett and Anderson 1993b; Garnett and
Anderson 1995; Garnett and Anderson 1994b; Garnett and Anderson 1996b; Gregson,

Garnett, and Anderson 1994a; Gregson, Garnett, and Anderson 1994b; Gregson, Garnett,
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Shakespeare, Foster, and Anderson 1994). In broad terms, their work seeks to understand
the demographic impact of HIV/AIDS over the medium and long term ard to identify the
parameters or processes that are most sensitive in determining the progression and overall
impact of an HIV epidemic in populations where the modes of transmission are

predominantly heterosexua and from mother to child.

The most refined of the Anderson models are specified as deterministic, semi-continuous
age and sex-specific eprdemographic models of human populations with HIV using a set
or patia differential equations. They take into account a range of behavioral and
biological processes at the population level. Individuals are divided into various sexual
activity classes that determine their overall propensity to engage in sex, and males and
females are paired to form unions in which both reproduction and transmission of HIV
occur based on various partnership acquisition schemes. Individuals are not modeled so
neither are individual coitus events or the direct transmission of HIV between individuals.
Additionally, because individuals are not modeled, the pairing of males and females
requires various sophisticated “fudges’ in order to insure that the number of new couples
matches the number of available males and females and their union formation preferences.
This limitation is unsatisfying as it makes necessary a range or relatively arbitrary
techniques to satisfy the partner balancing requirement. Transmissionof HIV from mother
to child and the natura history of HIV disease within infected individuas is modeled.

Numerical techniques are used to simulate populations under different assumptions
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regarding the patterns of sexual mixing and sometimes other disease and demography-

specific parameters as well.

Their early work made the dire prediction that the HIV/AIDS epidemic in Africa had the
potential to bring overall population growth rates down to zero or even below zero. These
and other similar warnings elicited widespread criticism at the time they were made and
may have done some harm to the credibility of modeling exercises of this kind. Although
growth rates have not yet turned negative in any country as of this writing, they have been
substantially reduced in countries such as Zimbabwe, Botswana and Kenya. However, this
is probably not the sole result of the HIV epidemics in those countries, but a complicated
result of the interaction between the HIV epidemic and secular declines in fertility —

interactions that the Anderson models have not fully addressed.

What these models have done well is to clearly identify the fact that the growth and form of
an HIV epidemic is sengitively dependent on the nature of the sexua mixing in the
population. How much interaction occurs between males and females of different sexual
activity classes, different ages, and how potentia pairs decide to form are al powerful
predictors of the overall evolution and magnitude of an epidemic. In particular, they have
clearly demonstrated that the form of sexua mixing is critical; whether it is assortative or
dissassortative, whether partners choose each other based on the raw numbers of available
partners or on the proportion of available partners compared to the total population of a

given type.
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Additionally, these models have examined the role of the duration of the incubation period
on the overal development of an HIV epidemic. They have conclusively demonstrated
that the duration since infectiondependence of the incubation of the HIV within an
infected individual is critical in determining the pace and penetration of the spread of an
HIV epidemic. They aso confirm the transparent importance of the transmission
likelihood in governing the development of and epidemic. In the finad anayss, the
Anderson models have conclusively shown that the most important parameters governing
the development and spread of an HIV epidemic are those that are under social or
behavioral control: partnership formation, frequency of sexua contacts within partnerships,
and transmission probabilities per sexua contact. Additionaly, various biologica
parameters such as the individual progression of the disease and associated changes in

infectivity are also important.

Anderson and his colleagues have been building sophisticated models for a long time, and
over the course of the 1990s they developed a powerful and useful model. However, their
early results were based on much ssimpler models that did not fully elaborate the age, sex
and behavior heterogeneity within the modeled population, and as a result, their early
predictions of a an imminent demographic collapse for populations with endemic HIV were
exaggerated and possibly contributed to an overal skepticism of modeling as an
appropriate tool to examine complex processes involving social, epidemiological,
demographic and biologica processes. This serves as a cautionary tale and reminds us to

fully acknowledge and as faithfully as possible reflect the full complexity of the systems |
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choose to model. The early work of John (below) and others using more age, sex and
behavior class differentiated models questioned the alarming findings of the Anderson
group, and time (and the later Anderson-derived models) have born out the more sober

findings of the more differentiated models.

At this time Anderson and his group are beginning to address other issues such as the
evolution of the demographic structure of a population with HIV, changes in the
dependency ratios and number of orphans. They are aso pursuing an interesting new line
of work modeling the evolution of genetic variation within the population of HIV virions

within asingle infected person (Anderson 2001).

JOHN

John (John 1991) develops one of the earliest macro models with a fully specified age and
sex-specific demography and several behavioral classes. The model examines a wider
range of modes of transmission than most including intravenous drug use and blood
transfusions. It also includes explicit modeling of extra marital sex and bases heterosexual
transmission on a per-coitus transmission probability. An acknowledged limitation is the
fact that an individual’'s infectivity is constant with duration since infection. Another
substantia limitation is the lack of an HIV-related impact on fertility, a result of HIV
infection that was not well-documented at the time when this model was formulated.
Altogether, the model appears to reproduce the demography of a population quite well and
obtains redigtic estimates of the progression and growth of an HIV epidemic. The key

finding from this fully age and sex specified epidemographic model is that it is unlikely
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that an HIV epidemic is able to turn overal population growth rates negative or even very

closeto zero in arapidly growing population.

PALLONI

Palloni adopts a variation of the Demographer’s multistate life table (Palloni and Lamas
1991). His variation adds duration-dependence to the progression of the disease and
corresponding infectivity of individuals in addition to age-dependency for most processes.
This is a macro modd that defines a number of “compartments’ through which groups of
individuals flow according to various transition probabilities, many of which are duration

dependent.

The modd is relatively simple, differentiating three stages in an individual’ s infection with
HIV: hedlthy, infected/nonsymptomatic and AIDS. Transitions to the absorbing state,
death, occur from all three states, and groups of individuals move through the states in a
duration since infectiondependent fashion. Modes of transmission include horizonta,
vertical and blood transfusion related infections. A lot of thought is given to the manner in
which men and women are divided among sexual activity classes, progtitution is included
as a sexual activity class, and a great deal of consideration is given to how people in

different sexua activity classes interact.

As with other macro models, balancing male/female pair formation is handled with an
somewhat arbitrary process, and “steady” unions are not allowed to end in any other way

except death of a spouse. These limitations seriously inhibit the model’s ability to
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realistically model the diverse heterogeneous and complex sexua mixing patterns that exist
in large parts of Africa, and other parts of the developing world where HIV/AIDS is a

significant problem.

The description of the model is vague concerning the renewal of the population — fertility.
It is not clear how fertility is handled or whether or not it is linked to the sexua activity that
is modeled to produce the transmission of HIV. [t appears that fertility processes are not
linked to the transmission of HIV or to the HIV status of the partners contributing to a

reproductive relationship.

The major innovation in this modd is the duration-dependence of the transitions between
the uninfected, infected/asymptomatic and AIDS stages of the disease. The results appear
to indicate that there is a significant threshold somewhere in the parameter space that
pushes an epidemic from being nontsustaining to full blown and serious with relatively
snal movement through the parameter space. All but the most “infective” of the
simulations presented result in dying epidemics, while the highly infective smulation
generates a catastrophic epidemic that results in negative population growth and very

substantial prevaence of around 80 percent.

Some of the other models hint at a threshold effect, so some form of a threshold probably
does exist. However, the severity of the high infectivity simulation castes some doubt on
the model, and with hindsight, no epidemic of that severity has yet to develop — aredity

that leads one to question the overall usefulness of this modeling approach.
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BULATAO

Bulatao constructs an interesting model that is a synthess of the standard cohort-
component model (discussed above under Heuveline) and an epidemiological model of the
transmission and incubation of the HIV in the infected population. This model is specified
at the population level and does not attempt to model the dynamics of union formation and
separation. Assuch it shares the mgjor limitation of many of the macro modelsin that it is
not able to capture the behavioral component governing the choice of sexua partners.

However, like the Heuveline model it retains an elegant smplicity which frees it from the
substantial data requirements of more sophisticated models and allows it to be powerful

and tractable at the sametime.

Although much of the behaviora complexity is removed from this model, it does
comprehensively manage the transmission and progression of HIV between people of
various sexua orientations. It is rare in including homosexua and bisexual sexua
orientation classes and in managing the transmission of HIV between members of those
groups. It models heterosexua, vertical, needle-born, and blood transfusion mediated
infections. Two different schemes for modeling the progression of HIV in the infected
population are adopted: nonstaged progresson with a constant infectivity and staged
progression with step-wise varying infectivity. The progression to AIDS and eventualy
death is modeled as a logistic function of the time since infection. The population can be
further divided into various levels of susceptibility based on genetic variation. The

transmission of the HIV is governed by an “attraction matrix” that governs the “contact”
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between various subgroups of the population defined by age, sex, sexua orientation and
potentially other characteristics. The transmissibility of the virus depends on the type of
sexual activity that occurs between people of various subgroups, and transmission cofactors

such as condom use and presence of STDs are acknowledged.

The epidemiological processes described above are updated on an annua basis on a
population whose overall demography is updated on a five-year basis by the standard
cohort-component methodology. At the end of each five-year period the two “projections”
are reconciled and dovetailed to create the base population for the next five year’ s worth of

proj ection.

The Bulatao model appears to have produced reasonable descriptions of the HIV epidemics
as they have subsequently unfolded. The three typica high/medium/low scenarios are
presented, and in none of them do growth rates become negative. Life expectancies are
reduced by up to ten years or so in the worst case (which is about what has happened in
Southern Africa a decade later), and prevalence rates are predicted from nearly zero to as
high as 55 percent or so (also in line with what has come to pass). The modd clearly
demonstrates the importance of “staged infectivity” in determining the epidemic, with a
more nuanced staging leading to more slowly growing epidemics. Judged in hindsight, this
appears to be a good model whose tradeoffs between complexity and tractability were well

chosen.
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Bulatao demonstrates a use for models of this type that is not commonly recognized;
namely that useful relationships can be identified by comparing the large number of indices
that a model of this type is able to generate; for example, the relationship between

seroprevalence and percent condom use.

BONGAARTS

Bongaarts (Bongaarts 1989) constructs a model similar to the Bulatao model above that
mixes the Demographer’s traditional cohort component projection model with an
epidemiological submodel that divides the population along various epidemiologica and
behavioral lines. This is a fully age and sex differentiated macro model whose
epidemiological component is specified as a set of linear differentia equations. Similar to
the Bulatao model, it appears to produce reasonable descriptions of an AIDS epidemic, and

it does not predict a massive population collapse through negative growth.

BROUARD

Brouard constructs a very smple “two renewal equation” model (Brouard 1991) in which
the two renewa processes modeled were the birth of new individuals and the “birth” of
new HIV infections within the population of individuals. He argues that there is
insufficient information on which to build any more complex models, and that the
substantial lack of information relating to the two key parameters of infectivity and sexual
partnership change (or acquisition) is so great that modeling exercises are essentially not

valid.
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The model he presents clearly does not capture in any realistic way the behavior of an
AIDS epidemic, even more clearly with a decade's worth of hindsight. His criticism of the
lack of information was certainly valid at the time it was made, but his vision for modeling,
even with the lack of al necessary input data, is limited. Most of the other models
presented in the U.N’s publication (United Nations Department of International Economic
and Socia Affairs and World Health Organization Globa Programme on AIDS 1991) were
able to provide significant insight beyond the fact that not al of the necessary parameters

were known with sufficient confidence.

L ESSONSFROM M ACROM ODELS

The previous examples are by no means a comprehensive survey of macro models and
have been chosen mainly for their focus on HIV/AIDS and the existence of relatively lucid
descriptions of how they operate. Nonetheless, it is clear that overly simplified models are
of limited value when the underlying processes are complex and inter-related. The Brouard
model is a good example of a very simple model that failed to capture the behavioral and
biological nuances of the system and therefore produced results of little value. At the other
end of the spectrum are the very complex models best exemplified by the IWG mode.

Those models are so complex that it has not been possible (or maybe not desirable) to fully
explicate their inner workings, thereby leaving the reader with many questions relating to
what their results really mean, and from which set or parameters or modeled processes
differences in outcomes are produced. The utility of models of this type is limited by there

overbearing complexity and opacity. The Anderson models are a fortifying case study that
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appear to have attained a useful middle ground. The original models in that series were
clearly unable to adequately capture the nature of the processes that they hoped to model,
and the results they produced were correspondingly exaggerated and of diminished value.
However, as the models were carefully enhanced and further differentiated over time, they
became complex enough to adequately capture the nature of the system without becoming
completely unwieldy and indescribable.  There are several lucid descriptions of the
Anderson models that alow the reader a reasonable glimpse of their inner workings, thisin

contrast to the comprehensive paucity of revealing description of the IWG models.

It is clear from the small collection of macro models described here that there is no one
“correct” methodology or procedure. Very different methodologies and even crestive
syntheses of rather different methodologies created similar, realistic results. It appears that
the best predictor of success, given a reasonable level of detail to begin with, is the skill
with which the modeler is able to implement the methodologies most familiar to him;
Demographers use some variant of the cohort-component projection method while
epidemiologists use some form of compartmentalized flow model specified with partia
differentia equations, and those inclined to more actuarial disciplines apply multistate life
tables and other variations of state transition models. It does not appear that any

methodology is superior, and indeed mixtures of two or more appear to work as well as

purely one or another.
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MICRO STOCHASTIC MODELS

In contrast to macro models, “micro” models are specified with reference to individuals,
with the assumption that each individua can be different and that individuals interact with
each other directly — not through groups of identical individuas. An immediate
consequence is that the potential complexity of a micro model is enormous. Any one
individua has the potentid to interact with every other individud in the modeled
population, and the potential heterogeneity of the population of individuals grows very
rapidly as the number of individual-level attributes increases. Because interactions
between individuals are the focus of models of this sort, and because individuals are
indivisible units, micro models cannot be expressed analytically in terms of what fraction
of an individual moves from one state to another or combines with what fraction of another
individual. Consequently the models must be specified in terms of stochastic processes
that describe the probability that a whole individua will transition from one state to another

or that whole individuals will join in socia relationships.

Micro models are the modeling methodology that is appropriate when it is necessary to
examine systems in which individua behavioral and biological processes play an important
role. These include diseases whose natura history is substantially differentiated between
individuals and/or whose modes of transmission depend on individual-level attributes or
individual behavior. Sexually transmitted diseases fall into this category because their
transmission is the result of an activity that is regulated by individual behavior and social

pressures exerted on an individual by alarger group — sex. AIDS in particular meets both
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criteria. The disease is transmitted through sex which is a highly differentiated individuak
level behavior, and the natural history of the HIV is different within individuals and highly
dependant on individual behavior and health over the usually long course of its incubation.
Another example of a category of system that requires micro models is the modeling of
kinship, households and other social aggregates whose composition depends on individuak
level behavior and biological processes. Much work has gone into this type of model over
the past three decades at Berkeley resulting in the SOCSIM individual and household

simulator, more below.

Micro models are aways complex and require the specification of a comparatively vast
number of parameters. Thisis a substantial disadvantage and means that they can only be
specified in the small number of circumstances where sufficient empirical information is
available to define literaly tens or hundreds of parameters—in some cases even thousands!
Their complexity aso limits their generality and sometimes makes their behavior hard to
understand and interpret. For this reason they are not the method of choice for predictions
or for the estimation of macro indices or datistics. Rather, they are more suited to
understand the inner workings of a complex system, or to make predications regarding the
future composition or rates of change and transformation within a population. This does
not rule out their ability to make accurate predications of the overall future size and growth
rate of a population, but such an endeavor requires correctly guessing many parameters as
they evolve into the future, and as that number of parameters increases the probability that

oneis correctly guessing al of them diminishes steeply.
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What micro models are able to offer is finely nuanced understanding of the relationships
shared by various processes and how the detailed composition of a population will change
over time as afunction of alarge parameter set whose individua affects may be interacting
in complex ways. This is particularly true when one process may affect many others in
different ways, and all of those feed back to the original process to modify it. A good
example is HIV/AIDS; infection with the HIV increases the probability of death, decreases
the probability of successful reproduction, creates a probability of infecting the next
generation, modifies one's standing in society and modifies various socia interactions in
ways that affect the transmission of the disease to others, one’s ability to form reproductive
unions, to travel, to work, to obtain health care etc. All of these effects work to change the
overdl size and composition of the population that in turn aters the number of people
susceptible to infection. The system is a very complicated one in which individua and

aggregate- level processes interact through recursive feedback loops.

In order to handle this type of complexity, al micro-level modds of which | am aware are

implemented using customized software.

EXAMPLES OF MICRO MODELS ADDRESSING HIV/AIDS

In addition to the U.N’s volume on population models relating to HIV (United Nations
Department of International Economic and Socia Affairs and World Health Organization
Global Programme on AIDS 1991), in 1991 the National Academy of Sciences published

two volumes (Citro and Hanushek 1991a; Citro and Hanushek 1991b) examining the role
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of microsimulation in socia policy formulation. All of these volumes provide a

comprehensive review of micro modeling techniques and good examples as of 1991.

WACHTER & HAMMEL —SOCSIM

The Wachter/Hammel micro simulator (Anonymous SOCSIM Accessed 2001z
Anonymous SOCSIM Accessed 2001b; Wachter Accessed 2001) is likely the most well
known individua-level, stochastic population simulator. It is well designed and
implemented, it can trace its life back in time for amost three decades, and most
impressively, it has led to a long list of informative publications. Its current name is
SOCSIM dthough it started life as POPSIM and matured through numerous versions
before attaining its present implementation. Although the reference implementation of
SOCSIM does not appear to explicitly model any aspect of health or disease, including
HIV, it is described here because no discussio n of population microsmulators is complete
without it. Moreover, SOCSIM has been tweaked recently to alow it to address some
aspects of the HIV/AIDS epidemic in Thailand, work done in association with Knodel

(Wachter, Knodel, and V anLandingham 2000).

SOCSIM transparently reveals the disciplinary affiliations of its two primary architects. It
is a comprehensive model of a closed population with a great deal of sophistication
surrounding both demographic and anthropological considerations. Its strongest feature is
its faithful reproduction of household dynamics and its meticulous accounting for
intrafamily relationships between individuals. Naturally, it has been applied in numerous

circumstances to study the distributions of individuals within families and the evolution of
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family (household) structure over time as it is influenced by demographic factors, see for
example (Wachter 1997; Wachter, Blackwell, and Hammel 1997), and for a complete
selected bibliography (Anonymous SOCSIM Accessed 2001b). SOCSIM aso dlows an
unlimited degree of heterogeneity (including location) to be built into the smulated
population by allowing individuals to be members of different “groups’ that share common

characterigtics.

The unit of analysis is the individual, and individuals are stepped through time on a
monthly basis facing the risk of a number of events including death, marriage, migration
and childbirth. The marriage module in SOCSIM uses a two-stage process to pair eligible
males and females from within the smulated population. They first initiate a marriage
“search” that effectively places them at risk to form a union with any of the members of the
opposite sex who have also initiated a marriage search. Those who are searching are then
paired through a random process contingent on the likelihood that each type of pair will
form based on the individual characteristics of the potentia spouses. SOCSIM is one of
the only microsmulators for which adequate, lucid documentation exists regarding the
precise mechanism through which unions are formed, and it appears to be a very sensible
mechanism that does not fall prey to the scaling problem and for which parameters can be

obtained empiricaly.

SOCSIM allows several ways of expressing and modeling fertility but unfortunately does
not provide a means to explicitly model coital events and their relationship to conception,

fertility or disease transmission processes. This excludes SOCSIM from being able to
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effectively model the spread of sexual transmitted diseases, including HIV. Although, it is
not likely to be too difficult to add thiskind of facility to SOCSIM in the manner in which
it is implemented in most of the other microsmulators that address AIDS — namely a
fertility-independent allocation of coital events to partners in a union that are then used to
generate disease transmissions based on per coital act transmission probabilities. However,
as is argued below, this is not a satisfactory solution to the problem because it decouples
fertility and the transmission of disease— it is a fundamental weakness of all of the models

discussed here,

All trangtions, including mortality, childbirth, migration and the events involved with
unions, are handled through a clever and realistic competing risks procedure that draws
waiting times from hazard distributions for each event and schedules the set of events for
which each individua is at risk based on those waiting times. The shortest waiting time

determines the event that occurs when two or more events compete.

SOCSIM has been used at least once to address an AIDS-related question, and true to its
pedigree it addressed a question concerning the impact of HIV deaths on the household in
Thalland. Wachter and Knodel (Wachter, Knodel, and VanLandingham 2000) use
SOCSIM to simulate a cohort of Tha adults (and their children) from age 50 onward in
order to study the pace and degree to which the Thai elderly can expect to loose their own
children as a result of HIV-related mortality. Because SOCSIM naturaly maintains all of

the intrafamily relationships that are necessary to study intrafamily dependency, it is an
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ideal tool to estimate the degree to which the elderly will have to care for and live without

the support from their own children.

AUVERT—-SIMULAIDS

Over the past decade Auvert and his colleagues have refined a comprehensive individuak
level stochastic moddl of a population with HIV, resulting in SmulAIDS (Auvert,
Buonamico, Lagarde, and Williams 2000; Auvert 1991). The most recent iteration is built
around a standard individual-level stochastic framework that is minimally able to represent

the demography, behavior and biology necessary to produce an HIV epidemic.

Individua coitus acts are not modeled so that conception (fertility) and the transmission of
the HIV are decoupled. Additionaly, the use of condoms is not modeled (although it was
in an earlier \ersion) so the simultaneous contraceptive and transmissionblocking effects
of condom use are not linked or addressed. The mortality of the population is assumed to
follow a standard life table, and after progressing through a staged HIV incubation process,
infected individuals die one year after developing full blown AIDS. The probability of
transmitting the HIV between maes and femaes is assumed to be asymmetric and
dependent on the type of union that the partners share, mainly to what sexual activity
category the partners belong. STD cofactors are modeled and modulate the transmission
probabilities of those coinfected with an STD. Vertical transmission does not appear to be
modeled. Once infected, individual’s progress through a staged incubation process that
effectively takes into consideration the duration since infectiondependent nature of many

of the impacts of infection.
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Of critica interest is how the modd handles the pairing of individua maes and females
into sexually active unions. Thisis done by dividing the men and women into “long-term”,
“short-term” and “one-off” sexual activity groups. The rules governing how these groups
mix are male-centric; meaning that the demand generated by men is met by women. The
degree of sexua activity enjoyed by the couples depends on the sexual activity classes to
which the couples belong; essentially, each couple is assigned a number of coital events per

month that corresponds to the degree of sexual activity brought to the union by the partners.

This approach to modeling pairing and coitus is a substantial compromise between reality
and ease of implementation, with the later receiving most of the weight. It is clear that in
the real world women in almost all societies are able to exert substantial influence over the
form of most of their sexually active unions, and it is not reasonable to assume that unions
are entirely formed in a male-centric way. Also, the male-centric approach runs into the
balancing problem described above in Examples of Macro Models Addressing HIV/AIDS.
If there are insufficient females to “meet” the male demand, then some arbitrary correction
must be made to alow the system to proceed, most likely that a randomly selected group of
males go unsatisfied. Thisis at best an inelegant solution to the problem, and a worst an
inaccurate portrayal of how things really work. In most circumstarces this would not be a
problem, but where the central dynamics of the system under study depend sensitively (see
above) on the exact nature of the sexual pairing between men and women, it isimportant to

reproduce as faithfully as possible the dynamics and preferences evident in the real system.
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Given that, the model is useful and has been positioned to answer one of the most
fundamental questions surrounding the HIV/AIDS stuation in the developing world;
namely, to what extent to behaviora and biological processes contribute to the
development of an AIDS epidemic, and when compared which type of process is more
important, or do they share roughly equal responsibility? The clear finding is that
behavioral parameters play a mgor role in shaping an AIDS epidemic, and that the
behavioral factors aone can account for all of the observed variability in HIV prevalencein

Sub-Saharan Africa

VAN DERPLOEG —-STDSIM

STDSIM is a comprehensive individual-level, stochagic smulation of a population with
AIDS (Van der Ploeg, Van Vliet, De Vlas, Ndinya-Achola, Fransen, Van Oortmarssen, and
Habbema 1998). It was developed primarily as a decison support tool for hedth care
professionals, and as such it contains a number of elements that are unique. For example, it
contains components to model the impact of the hedth care system in generd and a
separate component that specifically manages “interventions’. This broadening of the

scope of the model makes it more of a practical tool than many of the others discussed here.

Not surprisingly individua coital acts are not modeled, so like most of the other models
discussed here, STDSIM does not tightly couple conception and the transmission of HIV.
However, almost every other aspect of the fundamental population and epidemiological

dynamics are modeled well.
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There are separate modules governing:

demography,

sexual behavior,

STD transmission (including HIV),

natural history of each STD,

hedlth care, and

interventions.
The demography module includes complete modeling of fertility, mortality and migration.
The sexua behavior module is described in a working paper that was not accessible for
review (Van Vliet 1995) at this writing. This is unfortunate because it is arguably the most
important component of any sexually transmitted disease modd. What is reveded
concerning this module is that partner selection is age-based and individuals are sexual
activity graded, but it is not clear if an individua’s sexua activity category affects their
partner acquisition strategy. Sexual activity within unionsis based on of the male, and it is
again not clear whether an individual’s sexua activity category affects his coital frequency.
Because of the significant sengitivity to the exact form of sexua mixing demonstrated by

Anderson et a. (Garnett and Anderson 1994b), the ambiguity concerning this critical

module needs to be elucidated before any results are taken too serioudly.

The mode alows for both horizontal and vertical transmission, and the progression of all
of the included STDs (HIV, gonorrhea, chlamydia, syphilis, and chancroid) is well
modeled in a duration since infection-dependent manner. A unique twist to the natural
history component is that the treatment and immune response affects are taken into account

in determining an individual’ s susceptibility to infection or re-infection after treatment.
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The hedlth care component governs how successful the health care systemisin identifying
and treating curable STDs. In comparison the intervention component specifically models:

condom use and condom use programs,
specific improverrents in the health care system,

syphilis screening programs,

mass STD treatment programs, and

information and education programs that might have an impact on health behavior.
The detail of how these components are implemented is largely hidden from the reader
making it impossible to adequately evauate their utility. However, the concept of
including these modules in amodel is undoubtedly a very good one and should be noted by

other modelers.

The modelers make a number of important, general points regarding their choice of design.
They argue that the micro, individual structure is the best for confronting complex systems
in which many of the contributing processes are inter-dependent affecting each other as
time progresses. This results from the fact that micro, stochastic smulations are able to
“take stock” at the beginning of each time step and adjust their transition probabilities
according to the state distribution of all or any subset of the individuals in the smulation.
Complex time-evolving interactions are thus relatively easy to handle. A convincing
argument is also made for the role of individua-level models in decison support and
intervention identification. The virtua population created by the smulator can be
subjected to numerous different interventions and many variations of each intervention at a

negligible cost, thereby providing planners with valuable and very cost effective guidance
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as they dlocate precious time and resources to real situations. It is also interesting to note
that the STDSIM group is the only one to clearly delineate the full set of factors
contributing to an HIV epidemic; whereas most modelers redtrict themselves to the
population and its endogenous interactions, the STDSIM group has properly identified the
environment in which the population is living as a magjor contributing factor. Thus, they
explicitly include the health care system and specific interventions. It isatrivial extension
of this line of thought to aso include the overal socio-economic, ecological and
epidemiological context in which the population lives. A truly useful model would include
some component to handle economic, ecological and macro ecological considerations as

wadll.

CHICK, ADAMS & KOOPMAN

Chick, Adams and Koopman (Chick, Adams, and Koopman 2000) explore the connection
between macro deterministic models specified using continuous differential equations and
individual- level micro models implemented as stochastic smulations. Their work does not
address HIV/AIDS specifically, but rather provides unique insight into the relationship
between these modeling methodologies.  An interesting result relating to the
epidemiologist’s basic reproduction number Ry, is also obtained; namely that the
conventionally defined Ry is not an appropriate measure of the number of secondary
infections associated with each primary infection when the disease transmission process

occurs in the context of a relationship of finite duration.
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This article develops and solves an analytic model of the susceptible- infectious-susceptible
(SIS) disease model in a homogenoudly mixing population. A population with well defined
characteristics corresponding to those that can be described by the anaytic modd is
generated through stochastic, individual level smulation. The properties of that population
are then compared to the analytic results predicted by the deterministic analytic model, and
they are found to be satisfactorily similar. Specifically, a multiple smultaneous partner
Situation is examined that corresponds loosely to what is thought to be a prevalent form of

sexua mixing.

The emphasis on concurrent partnerships and infection — re-infection disease processes
makes this work relevant to the study of HIV/AIDS and the common STD cofactors that
significantly ater HIV transmission rates. Additionally, the added theoretical investigation
of the two different modeling approaches and the reassuring finding that they are closely

complimentary is valuable.

HIV MODELS — MACRO OR MICRO?

Population models used to examine the impact of HIVV/AIDS on the population fal into all
of the categories defined above. However, it is our position that because the transmission
of HIV in the developing world is predominantly confined to sexual contact, and because
sexual contact is governed by the prevailing culture, the spread of HIV is predominantly
the result of behavioral mechanisms — not biological mechanisms. This does not downplay
the importance of biology in the process but correctly places the priority on the behavior

that provides the potential for the biological processes to run their course. Given that, |
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must place priority on examining and developing models that are capable of manipulating
both behavioral and biological processes within a population, and the only type of model

that can accomplish that is some variation of the individual- level, stochastic simulation.

Moreover to address HIV/AIDS, | believethat it is critical to minimally model the effect of
HIV infection on: 1) mortality, fertility, sexual mixing patterns, and household dynamics.
Because sexual intercourse mediates both conception and the transmission of the HIV, and
because barrier methods introduced to prevent either conception or the transmission of the
HIV affect both, it is absolutely necessary to effectively link the sex- mediated processesin
the model. The easiest way to accomplish this is to explicitly model sexua intercourse
within unions. None of the models reviewed above took this approach, and as a result all
fail to properly associate these inextricably linked processes. Any modd that wishes to
properly model the impact of the HIV on a whole population, and to assess the impacts of
interventions on the whole population must completely link the transmission of the HIV to

conception. Accomplishing this link is one of the unique features of the model | have built.

Taken atogether, | seek to create a smulator that is capable of modeling a complex set of
behavioral and biological processes at the individual level, and specifically required to
mode individual sexua encounters. Additionally, the simulator must model the complete
demography of an entire population and provide a flexible means through which to
incorporate individua-level disease transmission and progression. This can only be
accomplished with a stochastic, individual-level model that is built around a very flexible

internal representation of individuals and their connections to each other.

249



The smulator presented below addresses al of these issues from a methodological
perspective. It is by no means afinished product or even one that is satisfyingly useful in a
substantive sense. Rather it should be viewed as a successful proof of concept that clearly
vindicates the basic idea of creating an individuallevel population smulator that
completely links reproduction and the transmission of sexually transmitted diseases, proves
that the technologica innovations work well, and that the whole thing is tractable and
cheap enough to be useful. This is the starting point from which a practically useful

simulator can be created.
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AIM —WHAT DOESTHE SIMULATOR DO?
The primary purpose of the model described here is to provide a tool to understand the
impact of the HIV epidemic in Africa at both the individua and the population levels, and
so far as possible, to properly associate the individual and populatiorlevel processes that
contribute to the spread and incubation of the disease. The aim is to smulate an entire
population of individuals who marry, divorce, reproduce and die in ways similar to a
polygynous African population with endemic HIV. Modeing the individualevel
processes in the context of a whole population alows the individua-level behavior to be
influenced by the state of the population as a whole and in turn generates a population
whose size and composition is derived directly from the actions of the individuals who
compose it. The entire modd is fully time differentiated — meaning that all durations are

specified to the smallest unit of time available within the model and all important duration

dependent processes are modeled as a function of duration®. Moreover, the parameter set
is dso time-specific alowing the parameter values to change over time and thereby
providing the ability to model populations going through various types of macro-

demographic transitions.

The model may be used in at least two conceptually distinct ways. First with a relatively
complete set of well-measured and reliable parameters it can be used to project a real

population into the future. Numerous projections can be done to investigate different

%2 This includes individual age, duration since infection with HIV, duration of marital unions and extramarital affairs,
durations of the components of the interbirth interval, and the virtua historical time through which the simulated
population isliving.
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assumptions regarding the future course of population and epidemiological processes such
as fertility, mortality, and various AIDS prevention and treatment programs. Ard since the
model is at the individual-level and therefore must be stochastic in nature, it is possible to
calculate the variance in any metric by performing the same simulation a large number of

times and pooling the results into one data set.

Second, with or without a relatively complete set of empirical parameters the model can be
used to investigate the relative importance and sengtivity of various processes and
parameters as they contribute to the growth of an HIV epidemic and to examne a wide
range of outcomes for any set of input parameters. Viewed in this way the model may be
used to explore the entire parameter space in order to gain a holistic understanding of how
an HIV epidemic perpetuates and spreads, how the disease interacts with the population

over time, and how the structure of the population changes as the epidemic matures:

What patterns of networking and mixing are necessary to perpetuate an epidemic,
and how do different networking and mixing patterns affect the dynamics and
penetration of the disease into a population?

Which parameters have the most sensitive impact on the velocity and saturation of
the epidemic?

What combination of parameter values is necessary to elicit negative population

growth?

Arethere different combinations of parameter settings that can accomplish the same
thing?

What are the characteristic dynamics of the epidemic?

Are there characteristic times over which similar processes take place?

Are there sharp bifurcations or nodes in the behavior of the system that entail

precipitous changes in dynamics?

How does the structure of families change over time?

How many orphans are created and how quickly?

What is the ratio of young orphans to grandparents as an epidemic matures?

What is the classic dependency ratio over time?
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By how much and how fast does the size of the economically productive population
change?

By how much and how fast do lost wages accumulate?

Proportionately how many people would be eligible for treatment as the epidemic
matures?

How many people need to be treated successfully to stabilize an epidemic and
eventually eradicate the disease?

How many new HIV cases are prevented through the successful treatment of a
single case?

How much would it cost to implement a treatment program?

How much would a treatment program save in terms of lives, money, lost wages,
and future treatment?

How do mortality and fertility rates of the population change over time as the
epidemic grows?

What is the relationship between the incidence and prevalence of HIV as an
epidemic matures?

Are there individuas who form particularly active nodes in the network that
Spreads HIV?

Are treatment and prevention programs targeted at those high infectivity nodes
effective, practical and affordable; and if so, how do they compare with non
targeted programs?

How do the simultaneous effects of HIV on mortality and fertility interact with one
another, and to what degree are these synergistic in their overall affect on the
population?

Broadly defined, what is the relative importance of socia factors compared to
biological factors in the spread of an HIV epidemic?

Based on a rough answer to the previous point, on what types of research and
programdevelopment should scarce money, time, and manpower be focused?

The second view of the model encourages the analyst to explore al possibilitiesin order to

gain an understanding of both likely and unlikely scenarios and what differentiates them.

An example of this would be to create a set of model AIDS epidemics that span the most

likely scenarios for various types of populations; a set of models that could be used to

characterize and classify rea epidemics, and to provide an indication of the likely future

course of a real epidemic under various assumptions. This type of approach and
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understanding should contribute to the identification of the most practical, affordable, and
effective strategies to limit the future spread of the disease and alleviate the suffering of
those dready affected. Because the whole population is modeled at the individua level it
is possible to implement virtual treatment and prevention programs targeted at individuals
and to calculate the costs and benefits of each over various periods of time at both the
individual and population levels. Although it is unlikely that any implementable modd is
able to accurately predict the impact of a treatment and prevention program on a real
population, a model of this type will be able to differentiate between those strategies that
are likely to be effective or not effective and to provide an idea of the relative costs and
benefits of implementing various forms of treatment and prevention at both the individua
and the mpulation level. Although not entirely satisfying, that information could save
substantial time and money in the development of practica programs to combat

HIV/AIDS.

Another use to which the model may be put is to examine and measure the biases that an
AIDS epidemic may bring about in common indirect demographic measures such as the
Brass method of estimating child mortality, the sibling and cousin methods for estimating
adult mortality, and any others that rely on indirect information to infer populationlevel
indicators. If a valid parameter set were known, the model could be used to smulate a
number of epidemics and estimate the actual biases introduced into the measures by the
disease. Without a full valid parameter set the model could be used to generate a large

number of virtual populations that correspond to a wide range of potential real situations,
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and from those the genera nature of the bias that might be encountered under different

circumstances could be identified and potentially quantified.

Findly the modd may be used to create large amounts of well-defined data describing a
population with or without AIDS. Those kind of data are necessary during the process of
implementing and debugging software to store, manipulate and anayze longitudinal data
that attempt to describe a whole population and al of the demographically important
connections between its members. Well-defined data of this type are difficult to obtain but

absolutely essential to the creation of new software.
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ARCHITECTURE
The model described here contains the components necessary to adequately describe an

entire population of males and females who:

Enter into and terminate polygynous marriages

Enter into and terminate unlimited simultaneous extramarital affairs

Engage in sexua intercourse within marriages and extramarital affairs

Based on the number of sexua intercourse events between individuas, create
conceptions in females and transmit HIV from an infected to uninfected people

If female and impregnated, carry a conception through gestation and birth facing
the risk of miscarriage throughout

If HIV positive, incubate the HIV and develop AIDS over a prescribed period of
time following infection

If HIV poditive, experience varying levels of health and infectivity as the HIV
incubates

If female and HIV positive, infect offspring at birth

Die

Additionaly, an individual’s HIV status affects the individual’s:

Ability to infect an uninfected individua
Ability to marry

Ability to sustain a marriage

Ability to engage in an extramarital affair
Ability to sustain an extramarital affair
Ability to engage in sexual intercourse

If female, ability to conceive

If female, ability to carry a conception to term
Ability to survive

The modd is implemented as an individual-level, two-sex, stochastic state-transition
machine. The duration of each time step is one month. At the beginning of each month the

current status of each individual or entity is identified, and that status determines for what
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they are at risk during the current month. For each event for which an individua or entity
is a risk, the appropriate monthly hazard (between zero and one) of occurrence is retrieved
based on the individua’s or entity’s characteristics, and a random number (between zero
and one) is drawn to determine whether or not the event occurs during the current month.
If the random number is less than the hazard, the event occurs and that fact and its

repercussions are recorded in the database.

The implementation of the model is broken down into conceptual and organizationaly
distinct units. The data storage and manipulation is handled by a relationa database
management system, the logic of the mode is implemented in a programming language,
and the overal implementation is divided into conceptual modules that interact with each

other.

From here onward, the mode and the logica and physical machinery necessary to
implement it are referred to variously as the simulator, the simulation and other variations
of the root simulate This is done because there are a number of demographic and
epidemiological sub models within the simulator with the resuit that the term model rapidly

becomes ambiguous when describing the simulator and its various components.

RELATIONAL DATABASE IMPLEMENTATION
The simulator is implemented as a relational database (see Appendix A) using the

Microsoft Access Database Management System (DBMS)33.  The operations on the

3 Microsoft Access is not a particularly fast, efficient or scalable database management system. At the time the
implementation was started | did not have access to either more sophisticated and scal able database management systems
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database are written in the Microsoft Access version of the Structured Query Language
(SQL, see Appendix B), and the logic of the smulator is written in Embedded Microsoft
Visual Basic and runs within the Microsoft Access DBMS. Together the relational
database and SQL provide a storage facility and logic that are ideal to capture, store and
manipulate the information that describes individuals and the connections between them
over time®*. Visuad Basic is a full-featured programming language that is able to

implement the additional logic required by the smulator.

DATA REPRESENTATION

Information describing the individuals and their relationships in the smulated population is
stored in a set of tables and relationships that form the core structure of the data — what is
typically termed the data model. The data mode for the smulator s relatively simple and

derived directly from the data model used to store and manipulate the Gwembe population

data, described above. The core tables are described in Table 53 below:

or to computers powerful enough to take advantage of a better database management system. The finished simulator
clearly demonstrates the limitations of Microsoft Access and because of those limitations is not able to live up to its full
potential. That problem has already been rectified with the purchase of a dual-processor Sun Microsystems UNIX
workstation that is more than capable of running a number fast relationa database management systems with essentially
unlimited scalability, including IBM’s DB2 and Oracle’'s Oracle 8 relationa database management systems. The process
of implementing the simulator in ANSI C on IBM’s DB2 relational database management system isongoing at thistime.

3 The relational architecture of this model stems directly from experience designing database systems for longitudinal
demographic surveillance projects in Africa. The data storage and manipulation requirements for the virtual populations
created in these simulations are very similar to those encountered when recording the details of areal population over time.
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TABLE 53: POPULATION SIMULATORBASE TABLES

Table Name Description
tblALives Describes individuas
tblAUnions Describes marital and extramarital unions between maes and femaes

tblALnkLivesUnions  Linksindividuasto their unions
tblAFertilityEvents ~ Describesthe history of fertility eventsfor femaeindividuas
tblAPregnancies Describes pregnancies
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TABLE 54: DESCRIPTION OF THE TBLALIVES TABLE

Name: ThlALives

Fields:

Name Type Description

InglD Number Unique ID for thisindividua

bytSex Number Value corresponding to the sex of thisindividua: male, femae

IngPregnanciyl D Number 1D of the pregnancy that produced thisindividual

IngDOB Number Date of birth o thisindividual

IngDOD Number Date of desth of thisindividual

IngDOI Number Date of infection with HIV of thisperson

InglnfectedByI D Number 1D of the person who infected this person with HIV

bytSexDrive Number Vaue corresponding to this person’s sex drive: five categories, 1 through 5

TABLE 55: DESCRIPTION OF THE TBLAUNIONS TABLE

Name: TblAUnions

Fields:

Name Type Description

IngID Number UniqueID for this union

bytType Number Type of theunion: marriage or affair

IngDOU Number Date union initiated (date of union)

IngDOS Number Date of separation

BytEndEvent Number Type of ending (separation) event: divorce, death, end of affair
TABLE 56: DESCRIPTION OF THE TBLALNKLIVESUNIONS TABLE

Name: ThlALnkLivesUnions

Fields:

Name Type Description

InglD Number UniqueID for thislink

IngLifelD Number 1D of thelife to which the associated union islinked

IngUnionID Number 1D of the union to which the associated lifeislinked
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TABLE 57: DESCRIPTION OF THE TBLAFERTILITYEVENTS TABLE

Name: ThlAFertilityEvents

Fields:

Name Type Description

LnglD Number Unique ID for thisfertility event

IngUnionID Number 1D of union with which this event islinked

IngFemalelD Number ID of female with whom thisevent islinked

bytEvent Number Value corresponding to the type of event that occurred: birth, miscarriage,
conception leading to birth, conception leading to miscarriage, end of bresst
feeding, recovery dfter birth or miscarriage

IngDOE Number Date of the event

TABLE 58: DESCRIPTION OF THE TBLAPREGNANCIES TABLE

Name: TtblAPregnancies

Fields:

Name Type Description

LnglD Number Unique ID for this pregnancy

IngUnionID Number 1D of union with which this pregnancy is associated

IngFemalelD Number 1D of fema ewith whom this pregnancy is associated

IngEndEvent|D Number 1D of fertility event that ended this pregnancy

IngDOC Number Date of conception leading to this pregnancy

IngDOE Number Date on which this pregnancy ended

bytEndType Number Vaueindicating the type of end for this preghancy: birth, miscarriage or

currently pregnant

Figure 93 displays the relationships between the base tables that store al of the data used
for the smulation. Each table is represented with a T-diagram that displays the nane of the
table and al of the fields that are contained in the table. In each table there is one field with
an asterisk to the left of the vertica line; that field is the primary key for the table and

contains a unique value that identifies each row of the table.

The lines between fields in different tables indicate that there is a correspondence between

the field values in the two tables. An arowhead indicates a something-to-many
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relationship while a blunt end indicates a something-to-one relationship. For example, the
blunt-to-arrowhead line leading from IngID in tbhlALives to IngLifelD in
tblALnkLivesUnions indicates that each life may be associated with many different links to
unions, but that each link to a union is associated with just one life. Correspondingly, the
blunt-to-blunt line between IngID in tblAPregnancies to IngPregnancyID in tblALives
indicates that each life is produced by just one pregnancy and each pregnancy produces just
one life — a one-to-one relationship (this verson of the simulator does not support

twinning).

The relationship table tbhlALnksLivesUnions provides the mechanism to store an unlimited
number of unions for each individual and also to link both of the participating individuals
to the union that they share. The flexibility of this structure alows the storage and
manipulation of polygynous unions. Women's fertility histories are captured and linked to
both women and the unions during which the events take place by the fertility events and
pregnancies tables. Children are linked to their mothers and the unions that created them
by the pregnancies table. The one-to-one relationship between the IngPregnancyID field in
the lives table and the IngID field in the pregnancies table links children to the pregnancy
that created them while the relationship between the IngID field in the lives table and the
IngFemael D field in the pregnancies table links women to the pregnancies that they have

experienced. The remainder of the relationships should be self explanatory.

SQL queries defined on this data structure are able to execute al of the operations

necessary to conduct and analyze the simulations. Virtual families can be reconstructed
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and all of the standard demographic counts and rates can be calculated in a straightforward

fashion using smple temporal logic.

tbIAL ndLivesUnions

* |IngID
IngLifelD
IngUnioniD

_thlALives

* | InglD
bytSex
:ngl;regé\an yiD tbl AFertilityEvents tblAUnions
IﬂngD * [IngID *| IngID
IngDOI IngUnionID bytType

IngFemalelD IngDOU

B‘?gegfsf Yo bytEvent IngDOS
In IngDOE BytEndEvent
gD
bytSex
IngPregnanciyl D
IngDOB

IngID
IngUnionID
IngFemalelD
IngEndEvent|D
IngDOC
IngDOE
bytEndType

Figure 93 Simulator Data M odel

RECORD OF HISTORY

One of the primary aims of the simulation is to record the entire smulated history of both
the individuals in a virtua population and the connections that they form amongst
themselves as virtual time progresses. That is accomplished through the use of the three
tables that store the duratio n of the lives, unions (marital and norr marital), and pregnancies
that are generated as the smulation unfolds. The relationship table between the lives and

unions tables and the other relationships between individual tables record the links between
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entities (lives, unions, or pregnancies) that prevailed over the valid duration of the entities
themselves. The fertility events table simply keeps track of the sequence of fertility events
that each woman experiences. The end result is a very ssimple temporal database that can
adequately store and manipulate the history of a smulated population. The final product
resulting from a run of the smulation is a complete history of the virtua individuals who

lived during the period of time over which the simulation was run.

INDIVIDUAL -LEVEL

The simulation operates at the individual level by creating and manipulating individual
lives — or virtual people. All of the operations conducted by the smulation operate on
individuals: for example, the formation of a unionbetween two individuals, dissolution of a
union, an intercourse event, a conception, a miscarriage, a birth, the cessation of breast

feeding, or the transmission of the HIV between two people. Reasons to simulate

individual s rather than populations are both substantive and methodological .

The individua level readily allows the ssimulation of families and the interpersonal ties that
are crucia for the transmission of HIV. The ability to simulate families as collections of
individuals permits the analyst to study the intra-family dependency ratios, to compare
families with and without an HIV-death, and to reconstruct in detail the formation of
families and their potential destruction by HIV. The individua level also permits the
reconstruction of transmission networks through which HIV is passed and the identification

and characterization of potentially important nodes in those transmission networks.
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The typica aternative to building the model at the individual level i to specify the model
a the population level. A population-level model is defined relative to various
aggregations of individuas that as a group occupy different states such as ‘HIV negative',
‘twenty years old’, ‘female or ‘unmarried’. The dynamics of such amodel are designated
using differential equations that specify the fraction of each group moves to another group

or state during a period of time.

There are three strong advantages to a populatiortlevel modd specified in this way: 1) the
actual specification is concise and easy to read if one is familiar with differential equations,
2) the implementation of the simulation is accomplished using relatively standard
numerical simulation techniques well known to mathematicians and engineers, and 3) it is
sometimes possible to solve the collection of differential equations to derive relationships
that are not known a priori. The allure of the third point is powerful but elusive. As the
complexity of the model grows the likelihood that it can be solved in closed form
diminishes rapidly, and in practice most models that are sufficiently descriptive to be of
interest cannot be solved satisfactorily, and without a solution much of the advantage of the

differential equation specification is lost.

A clear disadvantage to the differential equation specification is that it can be difficult to
bring closure to processes that fundamentally occur between individuals and not between
populations; examples being sexual intercourse and the formation of male-female unions.
The differential equation specification would have a defined fraction of males of age x

marrying a defined fraction of females age y (for various combinations of x and y);
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however, it is rare that the number of males and females specified in this way is equal as it
must be to properly model the formation of marital unions. Various solutions to solve
problems like this are invented to force parity on pairing processes, but all appear

unsatisfactorily ad hoc when compared to reality.

Another disadvantage of the differential equation models is that their specification does not
necessarily record history, and certainly does not record the history of individuals. As a
result it is not possible to examine such things as HIV transmission networks or the

evolution of specific families or individuals.

Finaly, for most researchers and analysts in medicine, public health and demography the
differential equation models have the disadvantage of being virtually indecipherable due to
the fact that they are build using foreign concepts and written in aforeign language: namely
differential calculus. Although this is not an inherent disadvantage of these kinds of
models, it is a practical disadvantage that limits the extent to which they are constructed
and utilized in the above-mentioned fields. Furthermore, even when good models of this
type exist the results they produce are under utilized because the process through which

they are produced is inaccessible to many researchers.

In contrast the individual- level sate-transition machine described here is built on relatively
simple concepts that are directly derived from the statistical principles underlying much of
the analysis carried out by researchers in medicine, public health and demography —

namely state transition probabilities defined over specified periods of time, or hazards. The
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structure of the model is more complex than most, but it is all built on that simple principle.
It is hoped that this makes the model more accessible to a wide range of researchers and

endows the results that it produces with more credibility in their eyes.

Compared to the populationtlevel differential equation models, the individua-level state

transition machine:

explicitly models individuals and the interactions between individuals instead of
groups of individuals and the interactions between groups of individuals

is harder to specify and describe in concise terms

cannot be solved explicitly

is non-deterministic or stochastic which alows the calculation of the likelihood of
various outcomes

may require more parameters

iseasier to extend and add onto

requires more storage space to run

requires roughly the same amount of computation to run

produces both population and individual histories instead of only population
histories

is conceptually ssmpler and more accessible

may be more complicated in its practical implementation

is more flexible and easier to manipulate

An individual-level model of the type described here operates at the level of individua
people by modeling and manipulating the interactions between individuals. In so doing it
creates histories for each of the individuas in the smulated population that can be analyzed
individually or at an arbitrary level of aggregation. The individua histories provide the
basis to examine the formation and evolution of interconnected groups of individuals such

as families and HIV transmission networks. Operating at the individual-level allows the
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explicit modeling of disease processes that depend substantially on the dynamics of
interpersonal contact. AIDS is a good example of a disease that is passed between
individuals during intimate interpersonal contact that is purposeful and largely under the
control of the persons contacting each other. To the extent that people control their contact
and that the rules governing those contacts are known, the transmission of HIV is
something that is able to be understood, modeled and controlled. This clearly differentiates
HIV fromenvironmentally transmitted diseases such as malaria or schistosomiasis or other
health problems that operate more generally on groups of people such as malnutrition or
disorders associated with aging. In those cases models operating at the population level
are more appropriate as there is little or no individuatlevel variation or individua
contribution involved with the transmission or acquisition of the disease. HIV is clearly
different, and there is a clear advantage to being able to mode individuals and their

behavior.

POPULATION-L EVEL

In so far as a collection of individuals composes a population, the individua-level state
transition machine described here models a population. The population that is modeled is
simply the collection of al the virtual individuals who are created by the simulation. All of
the population-level measures that are familiar to demographers may be calculated over the
population of virtual individuals who are created by the smulation over a specified period
of time; including per period growth rates indexed by sex, age or any other individua
attribute, and period and cohort fertility and mortality rates indexed by sex and age. The
composition of the virtual population over time may be quantified in an arbitrary way
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limited only by the degree of variability that is recognized and recorded between the

individuals composing the popul ation.

RESULTS

The result produced by the smulator is a collection of individual histories and histories of
relationships between the individuals. The histories consist of sequences of events
associated with individuals that define state-time intervals that are in turn associated with
individuals or relationships between individuals. For example, an individual is aive
between their date of birth and date of death, and they may be associated with various other
individuals of the opposite sex through marriage during the time when they are dive. Each
of those unions is valid between its date of union an date of separation and is associated
with the two individuals who participate in each union. The result is analyzed in exactly

the same way as an empirical longitudina data set describing the basic demographic

dynamics of areal population. Both individual event histories and aggregate population

level measures may be produced from the result.

MODULAR CONSTRUCTION & EXTENSABILITY

The simulator is divided into modules, each of which is responsible for the dynamics of a
particular process such as reproduction or death. This partitions the simulator in a way that
allows the logic of each process to be salf-contained and easy to develop, maintain and
extend if necessary. It also clearly separates the storage and manipulation of the states and
state-time intervals that are associated with each process and provides a clear interface

between them. The definition of this interface is valuable in that it provides a clear avenue
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through which the different processes may influence each other. Moreover this structure is

naturally extensible allowing the easy addition of more self-contained modules.

ESSENTIAL MODULES

The essential modules govern the fundamental demographic dynamics of a population and
include:
fertility — manages all aspects of reproduction except pairing and intercourse
mortality — manages all aspects of death
nuptiality — manages pairing into and separating from marital unions
extramarital affairs — manages pairing into and separating from extramarital unions
sexud intercourse — manages intercourse
The one additional nodule implemented in the simulator at this time is the HIV module

that regulates the progression of AIDS within an individua and the effect that an

individual’s HIV status has on all of the other processes that involve the infected person.

ADDING A MODULE

Adding a module is a relatively straightforward process that involves the definition of the
level a which the new process operates (individua, intra-individual, group etc.), the new
states that are necessary to describe the redlity that is modeled, the storage requirements for
those dtates, the logic necessary to govern the transfer to and from those dtates, and last
how the occupation of the new states will affect the transfer probabilities to and from

aready modeled states.

Additional modules that are being considered for future versions of the smulator include

those necessary to model Tuberculosis, Maaria, Migration, hereditary transmission of
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traits, and environmental influences. The first three are desirable additions to improve the
ability to model processes that interact with and impact the development of an HIV/AIDS
epidemic or pandemic. Together the last two form the basis for modeling an evolving

population.

ACCOUNTING FOR PARAMETERS AND TIME

The parameters necessary for each module are discussed below. There are a large number
of parameters necessary to describe even a static population — on the order of hundreds.
Because the red populations that this model aims to describe are undergoing rapid
demographic transformation at this time, it is necessary to have the ability to change the
parameter values over time in order to properly model the changing demographic redity.
For example, countries like Zimbabwe and South Africa are going through fertility

trangtions at this time, and until recently underlying mortdity was aso trending

downward. Those changes are occurring simultaneous with the rapidly growing AIDS

pandemic and form the foundation upon which AIDS is affecting the population.

GRANULARITY OF TIME-STEP

Time enters into the structure of the smulator in a number of ways. There is a fundamental
time step or granularity to the time that is modeled. The notion of a granule represents the
shortest period of time over which change is measured or modeled. As mentioned above,
the state transition machine works on a granularity of one month: all transitions occur over
the period of one month, the hazards representing the transition probabilities are referenced

to the period of one month, and the smulator steps through virtual time one month at a
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time. There are other reasonable choices for the base granularity including ‘day’, ‘ quarter’,
or ‘year’; however, the processes modeled have dynamics that are roughly on the time scale
a month making month the natural choice for the granularity of the time step. Conception
pregnancy, birth, and the other fertility-related processes all operate at the level of months,
alife can be readily measured in units of a month, and it is not unreasonable to quantify the
probability of dying during the period of a month, and likewise for marriages and affairs.
The only process included in the moddl that is not well-described on the time scale of a
month is sexua intercourse. It seems more natural to measure and apply the probability of
engaging in sexual intercourse over the period of one day or one week. The solution to this

problem is discussed below in the section describing the intercourse module.

The other notions of time inherent in the model are the granularity of the variation in
parameters with time and age. Most of the parameters take constant values over the
standard five-year age groups used by demographers and also over five-year periods of
simulated time. These granularities were chosen more out of convenience in order to keep
the number of parameters from growing to a truly untenable number. It is aso reasonable
to assume that at most ages and times, the parameter values are not changing so rapidly as

to require afiner level of granularity in their specification.

TIME VARYING PARAMETERS
The mgjority of the parameters in the model can vary with time. All parameters that do
vary with time are constant over five-year periods, and currently the ssmulator stores and

utilizes forty sets of five-year parameter values. This number is arbitrary and can be

272



expanded if necessary; however, it is thought that 200 year’s worth of simulation is

probably sufficient for most purposes®°.

ODDS & ODDSRATIOS

The parameter sets are stored in terms of a base set and odds ratios that define
modifications to the base parameter set. The valuesfor dl of the hazards that prevail in the
first period are stored as they are. For each of the 39 additional periods that that the
smulator can model, there is a set of odds ratios that describe by how much the base
hazards are to be multiplied for each period. The odds ratio scheme has the significant
advantage that it never produces invalid hazards — less than zero or greater than one. The
odds ratio is aso intuitively appealing and commonly understood by a wide range of
researchers. The disadvantage is that the odds transformation is not linear, but for

relatively small deviations it is sufficiently linear to be acceptable. Moreover, the anayst

can easlly ensure that the desired hazards are indeed produced by the odds transformation

by working the transformation backwards.

The real reason why this schemeis chosen is to ensure valid hazards at al times.

SIMULATION OF INTERCOURSE EVENTS
Sex is the activity that confers a risk to both conception and the transmission of HIV, and

consequently modeling intercourse events is necessary to properly link reproduction and

the transmission of HIV. Furthermore, since HIV affects a woman's fecundity and most

% In point of fact 200 year's worth of simulation is substantially beyond the storage and computational capacity of the
Microsoft Access database management system!
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likely also affects individuals likelihood of engaging in sexua intercourse there is
substantial interaction between being HIV positive and sexua intercourse and the
repercussions of sexual intercourse. It is fundamenta to this model that individual sexual

intercourse events and the their consequences are modeled and simulated.

REPRODUCTION

A woman’s probability of conceiving during a month depends strongly on the number of
intercourse event to which she is exposed. The interbirth interval model of fecundability
(Bongaarts and Potter 1983) is used to generate amonthly probability of conception as a
function of the number of intercourse events to which a woman is exposed and a number of
other parameters describing various components of the interbirth interval, see the

description of the fertility module below.

TRANSMISSION OF HIV

The probability of transmitting HIV from an infected individual to an uninfected individual
is specified and modeled per individua intercourse act. Data describing empirical per
intercourse HIV transmission probabilities from Rakai, Uganda (Gray 2000) are used to

calibrate this component of the model

COMPLETE LINKAGE OF REPRODUCTION AND TRANSMISSION OF
HIV

The overal aim of this smulation is to model an entire population as an HIV epidemic
unfolds. Because the HIV is a sexually transmitted disease, the exposure to infection is

directly proportional to the exposure to conception, and consequently basic reproduction of
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both the disease and its host population are tightly linked. Augmenting and modifying that
link is the fact that HIV infection affects fecundability and the likelihood of intercourse. In
sum, it would be unwise to unlink reproduction and the transmission of HIV, and the only

good way to link them isto model individual sexual intercourse events.

The following sections describe each of the modules in detail and provide the basic

parameters used by each.
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M ORTALITY MODULE
The mortality module governs the rate with which individuals in the smulated population

die. Anindividua’s probability of death isafunction of their sex, age, and HIV status.

Once during each month of the simulation, each individual’s hazard of desth is calculated
based on their sex, age at the beginning of the month, and HIV status at the beginning of
the month. A random number between 0.0 and 1.0 is drawn for each individual and
compared to their hazard of death for that month, and if the random number is less than
their hazard of death, they die during that month. That transition is recorded by placing the

value of the month in the Date of Degth (DOD) field of their record in the Lives table.

After someone has died, they are no longer at risk for any event of any kind. If the dead
person was participating in any marital unions at the time of his or her death, those unions
are terminated and it is recorded that the terminating event was a death. |If the surviving
spouse is female she is immediately at risk to form another union starting in the month

following the one in which her spouse died.

LOGIC

The mortality rate is conceptualized and implemented as a monthly hazard of dying — the
probability of death faced over the duration of one month. The underlying hazard of desth
is specified as a function of sex and age, and if an individua is HIV positive the hazard of
degth is increased in proportion to the current viral load possessed by the individud, see

HIV Module baow.
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Because values of the hazard of death are restricted to the range zero to one, the method
used to augment the hazard of death for HIV postive individuas must ensure that the
hazard of death does not exceed one. This is accomplished by adding a fraction of the
difference between one and the underlying hazard of death (the hazard of survival) that is
proportional to the individual’s viral load. Put another way, an HIV positive individua’s
hazard of survival is diminished by an amount that is proportiona to their viral load,

Equation 19.

Oas = g:s+ (1- geL:s)>n X

Equation 19: Monthly Hazard of Death

Whereg . is the monthly hazard of death for a given age (8) and sex (), g,.is the

underlying monthly hazard of desth, n is the current viral load possessed by the individua
(restricted to values between zero and one), and k is a scaling factor that takes values

between zero and one and mediates the strength of the impact of the viral load. Ifk is zero
then there is no effect of HIV on mortality, as k increases the impact of the vira load (and
thereby the fact of being HIV positive for a given duration) increases. The scaing factor is
included to give the model more flexibility, but under most circumstances it is set to a

value of one.

The monthly hazard of death that is applied to an individua is a composition of the
underlying hazard of death and the infected durationspecific impact of HIV. The infected

duration component of mortality is solely a function of the length of time that a person has
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been infected with HIV (operating through the viral load parameter) and is totaly
independent of age. This is amost certainly an incorrect assumption, but | believe it is
better than assuming a norrinfected durationspecific impact of HIV that is instead
dependent on age. Moreover, | have not been able to locate reliable data that would alow
the calculation of the agelinfected duration interaction that is necessary to correct this

assumption.

EMPIRICAL MORTALITY HAZARDS

The empirical monthly hazards of death are derived from the annua hazards of death
estimated using the Gwembe data. The underlying age-patterns of death should not be
affected by HIV-related mortality because the simulation will add the effect of HIV for
those who are infected. Thisis a problem where the Gwembe data are concerned because

there is no information on cause of death and therefore it is not possible to subtract HIV-

related mortality from all-cause mortality (a difficult task even if the data were available
because of the unknown but likely very important interactions between HIV and the other
disease-related causes of death). The solution to this problem lies in the fact that much of
the Gwembe data were collected before HIV had a significant affect on the population — all
the data collected between 1957 and about 1985 are aimost entirely free of HIV-related
mortality. Estimates of mortality using that data correspond to all-cause mortality in the
absence of HIV. Additiondly, it is possible to specify a fractiona polynomia logistic
regresson modd that does not readily capture changes in the age-pattern of mortality over
short ageintervals. Both of these observations are used to calculate an essentially HIV-free
age-pattern of mortality for males and females.
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The data used to estimate the monthly hazard of mortality are contained in the familiar
individual PersonYear Data Set discussed at length above in Part 2. All male and femae
person years exposed to death between the ages of zero and 79 over the period 1957 to
1995 are used®. The fractional polynomial logistic regression model used to estimate the

annua probability of dying is specified in Equation 20.

& p(;a) 0 05 05
INng——>->"—==b x>+ b (In(x) ™ |+ b, s+c
6 pGag 0 ! ).
_at4
10

Equation 20: Fractional Polynomia Logistic Model of the Annual Probability of Death

Where p(sa) is the annua probability of dying between ages a and a+5 (standard five-year
age groups), s is a dummy variable specifying sex, and c is the congtant. This modd is fit

using STATA’sfracpoly and logistic routines.

Because the unit of analysis is the person-year the resulting annua sex/age- specific annual
probabilities of death correspond to sex/age-specific annual hazards of death. Another
benefit of the fractional polynomial specification is that the annual hazard of death is a
continuous function of age, and that provides the means to extrapolate the annual hazard of
death beyond age 79. This is done to create annual hazards of death for ages 80 to 119.

The extrapolated values must not be viewed as real measurements of any kind, but rather

% The fractional polynomial logistic regression model fitsall of the person years for all ages and periods simultaneously so
that the data not affected by HIV substantially outweights the relatively short, recent period when HIV has affected the
popul ation.
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reasonable values based on the estimated values between ages 0 and 79. They are

necessary to close the smulation gracefully at ages 80 and older.

The annual hazards of death are transformed into monthly hazards d death according to

Equation 21, below.

gas:]'_ (1_ Qis)liz

Equation 21: Transformation of Annual Hazardto Monthly Hazard

Where g, isthe monthly hazard of death and G, is the annua hazard of death.

The underlying monthly sex/age-specific hazards of death used in the smulations are

displayed in Table 59, below.

TABLE 59: UNDERLYING
M ONTHLY HAZARD OF DEATH

Age Mde Female
0 0.011362 0.009975
14 0.002163 0.001884
5-9 0.000785 0.000683
10-14 0.000475 0.000414
15-19 0.000378 0.000329
20-24 0.000354 0.000308
25-29 0.000372 0.000324
30-34 0.000423 0.000368
35-39 0.000511 0.000444
40-44 0.000646 0.000562
45-49 0.000846 0.000736
50-54 0.001141 0.000993
55-59 0.001573 0.001370
60-64 0.002210 0.001926
65-69 0.003150 0.002747
70-74 0.004538 0.003962
75-79 0.006585 0.005759
80-84 0.009589 0.008407
85-89 0.013952 0.012274
90-%4 0.020183 0.017840
95-99 0.028860 0.025671
100104 0.040540 0.036349
105-109 0.055614 0.050338
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TABLE 59: UNDERLYING
M ONTHLY HAZARD OF DEATH

Age Mde Female
110114 0.074163 0.067830
115+ 0.09589%6 0.088649

Figure 94 displays the monthly hazard of death used in the simulation, and for
comparison’'s sake also displays the corresponding annual hazard of death and the

equivaent life table probability of dying over afive-year age interval, 0x.
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Figure 94: Hazard of Death and Life Table,qx

PARAMETER STRUCTURE
The simulation requires parameters sufficient to specify the monthly hazard of death by sex

and age over five-year age intervals and five-year time intervals. This is accomplished by
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providing the modd with the annual odds of death compared to the zero to one age group
(the transformation from annual to monthly hazards is accomplished by the simulation).

Additionaly, the smulation is provided with the odds of death for each five-year age group
during each five-year period subsequent to the initia period compared to the initial period.
In this manner the odds of death used by the simulation can vary independently by sex, age
(five-year groups), and time period (five-year periods) over atotal period of 205 years (40
five-year periods subsequent to the initial period). The advantage of specifying this
variation using odds is that the resulting annual hazards are naturaly restricted to the
necessary range between zero and one. One disadvantage is that the transformation from
odds to probabilitiesis not linear, but for relatively small changes it is sufficiently linear be

useful.

The mortaity parameter set alows the monthly hazard of desth to be specified
independently by sex, five-year age group, and five-year period. The number of

parameters used to do thisis 2,050.

DESIRABLE ADDITIONS

The literature is relatively vague in its description of the relationship between an
individud’s vira load and their probability of death. An HIV positive individua’s
probability of death appears to be more tightly linked to their CD4 cell count which in turn
depends on their vira load. To properly understand these relationships it is necessary to

know how the immune system and the HIV interact with each other, and in turn how the
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immune system interacts with opportunistic infects as it is dowly compromised by HIV. |

was not able to find a good description of any of these relationships in the literature.

| formulated and tested a smple differential equation model of the interaction of vira load
and CD4 count that appears to fit the existing data from the West relatively well. However,
without significant work to ensure that it accurately models the HIV-immune system
interaction in Africa, and lacking the data necessary to examine that question, | have

postponed the use of the viral load/CD4 model until the next generation of the simulation.
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INTERCOURSEMODULE
The intercourse module manages the number of intercourse events experienced by both

married couples and people engaged in extramarital unions.

LOGIC

Intercourse is assumed to occur between exactly one mae and one female. Mae-female
pairs who are at risk for intercourse are identified as those who are engaged in either
married or extramarital unions during the current month. It is assumed that there are an
average of 26 days during the month when the couple is at risk for intercourse, four or five
days being removed for the period of menstruation. For each of those 26 days, the couple
IS exposed to an empirically estimated daily hazard of intercourse. A random number is
drawn to determine if an intercourse event takes place; if the random number is less than
the daily hazard of intercourse, then an intercourse event takes place between the two
individuals participating in the union. The number of intercourse events that take place
during the course of the month are cumulated to yield a total number of intercourse events
for each couple for the current month. That number is recorded temporarily and used by
both the fertility and HIV modules. This is a stochastically determined value and varies

considerably from month to month and couple to couple even if nothing else changes.

EMPIRICAL INTERCOURSE PROBABILITIES

The empirical dailly hazards of intercourse are estimated from the Gwembe fertility data
based on the observed interbirth intervals. The general method is to work backwards from

observed interbirth intervals to the number of intercourse events that were necessary to
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produce them. The overriding assumption being made throughout is that there is negligible
use of effective means of contraception, and for the Gwembe until very recently that is a
tenable assumption. The observed intervals bear this out as they are very short indeed and

correspond to a fertility regime that is very high.

METHOD

The interbirth interval is broken down into its congtituent elements, one of which is the
waiting time to conception. Assuming that the probability of conception f is constant, the
waiting time to conception is the inverse of f. It is possible to write f as a function of the
other parameters of the average interbirth interval including the average duration of the
interbirth interval. Consequently, if the average interbirth interval is known and if the other

parameters can be assigned reasonable values, it is possible to estimate f.

fisin turn afunction of four other parameters: 1) the probability that the cycle is ovulatory,
2) the probability that insemination occurs during the fertile period in the middle of the
cycle, 3) that the insemination leads to fertilization, and 4) that the fertilization leads to a
successfully implanted embryo. The values of first and last two are known to be roughly
0.95, 0.95 and 0.5. The vaue of the second can be written as a straightforward
combinatorial function of the number of randomly distributed intercourse events during the
month and the number of days during the month that the woman is exposed to intercourse.
That expression can be rearranged and combined with the known values of the other three

probabilities to yield the number of intercourse events per month as afunction of f.
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Substituting in the value of f calculated from the data provides an estimate of the number of

intercourse events per month.

See Bongaarts and Potter (Bongaarts and Potter 1983) for a deeper discussion of al of the

basic ideas manipulated here.

CALCULATION OF FECUNDABILITY: f
The interbirth interval can be broken down into the following segments:
A fertile period during which the woman is exposed to intercourse but is not yet
pregnant: w the “waiting time to conception”
A derile period following conception and prior the termination of the pregnancy: g
“gestation”
A derile period following the termination of the pregnancy: p
The duration of the fertile waiting time to conception is determined by the woman's
intrinsic fecundability, the fequency with which she has intercourse with a viable male,

and the effectiveness of her contraception. The duration of this period for a population of

women is approximately:

15
f(1- ¢

Equation 22: Average Waiting Time to Conception

f is the monthly probability of conception or fecundability and is assumed to be constant

through time. e is the effectiveness of contraception and takes values from zero (not
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effective) to one (completely effective). The value of 1.5 in the numerator reflects the

inherent heterogeneity among women with respect to fecundability.

The average duration of the gestation period is very nearly equal to nine months for
pregnancies that end in a birth and equa to several nonths for pregnancies that end in a
miscarriage. The sterile period following the end of a pregnancy is short for pregnancies
ending in a miscarriage. For pregnancies ending in a birth it is a direct function of the

intensity and duration of breastfeeding.

The sterile period following conception, composed of gestation and the period immediately
following the end of the pregnancy, is assigned the variable S for pregnancies ending in a
birth and S* for pregnancies ending in a miscarriage. The variance in Sis relatively small

while the variance in S* can be larger compared to the mean duration.

The average interbirth interva for a pregnancy ending in a birth 1, can be written as the

sum of the waiting time to conception and the sterile period following corception:

.15
" f(1- ¢

Equation 23: Average Duratoin of Interbirth Interval Ending in aBirth

+S

The average interbirth interval for a pregnancy ending in a miscarriage can be written using

the same expression subgtituting S¢ for S
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If we assign k to be the ratio of the number of miscarried conceptions to the number of
conceptions that result in a live birth, we can write the average interbirth interval | as the
sum of the average interval terminating in a birth plus the average interval terminating in a

miscarriage, or:

15 ® 15 .0

e o e

Equation 24: Average Interbirth Interval

Rearranging this equation to isolate f yields:

15(1+k)
(I - S-kS*)(1- ¢

Equation 25: Probability of Conception During One Month

CALCULATION OF THE AVERAGE NUMBER OF INTERCOURSE
EVENTS PER MONTH: n

The probability that at least one intercourse event will coincide with the roughly two-day
fertile period of awoman's menstrial cycleis.
(M-n)M-n-1)

M?- ™)

Equation 26: Probability that IntercourseCoincides with Fertile Period

p=1-
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where M is the total number of days during a woman's cycle that she is exposed to
intercourse and n is the number of randomly distributed intercourse events occurring during

those M days.

Knowing that f is a function of: 1) the probability that the cycle is ovulatory 0.95, 2) the
probability that insemination occurs during the two-day fertile period during the middle of
the cyclep, above, 3) the probability that insemination leads to fertilization 0.95, and 4) the

probability that fertilization leads to a successfully implanted embryo 0.5 yields,

f =(095)°05p=0.45p

Equation 27: Fecundability as a Function of p

Rearranging this and substituting in the expression for pyields:

1

n= M-—-—cﬁ+4€'i 9(|v|2 |\/|)'—‘:jE

g

Equation 28: The Number of Intercourse EventsDuring a Month as a Function of fand M

Substituting in the expression for f yields:

1

1® . & 15(1+k) Oy r2 np\P
2 4? 0451 - S- kS*)1- e)g(M M)S

Equation 29: The Number of IntercourseEventsDuring a Month as a Function of Basic Parameters
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To obtain the daily hazard of intercourse H, the value of n estimated using Equation 29 is

divided by the number of days of exposure M,

L51+K) o,
2|v| 2M§ é 045(1 - S- ks*)(l-e)gM 'M)g

Equation 30: The Number of IntercourseEventsDuring a Month as a Function of Basic Parameters

Equation 30 indicates the H is afunction of k, e, S, S, M, and I. k is assumed to take a
value of 0.35, S 13.4 months, S* 4 months, and M 26 days. All of these are relatively
standard values obtained from Bongaarts and Potter (Bongaarts and Potter 1983) except for
S, the mean sterile period following a birth. The valueof 13.4 is composed of nine months

for gestation and 4.4 months of exclusve breastfeeding during which serility is

maintained. The later was estimated by the 1996 DHS survey of Zambia for women living
in the Southern Province of the country. The only remaining variable is |, the interbirth

interval.

The predicted empirica interbirth intervals as a function of female and mae age are
obtained by estimating a dummy variable linear ordinary least squares regression on the
individual Person Y ears data set. The model is ssmple and very similar to al of the dummy
variable specified logistic regression models discussed in the previous part. The
independent variable is the duration of the most recent closed interbirth intenal and the
independent variables are dummies representing male and female age independently in

five-year age groups with 15-19 as the comparison group. Male/female age/age interaction
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dummy variable are also included for ages 20 and older to make each age/age cdl fully

independent.

The predicted interbith intervals are substituted into Equation 30 aong with the assumed
values for the other variables to yield the estimated daily hazard of intercourse as a function
of made and female age. The result is a table of daily hazards of intercourse with one cell
for each (male age, female age) pair in afive-year grid over ages 15to 79. The reader may
wonder what happened to the cells for which females are older than age 50. The estimated
coefficients resulting from the regresson were used to extend the predicted interbirth
intervals into cells for which women are aged 50 or more. Although it is impossible for
women to reproduce and have birth intervals after menopause, the model assumes that the
trend in interbirth interval with femae age would continue if females were able to have
children at older ages. Since we are actualy interested in their frequency of intercourse

and not their fertility, thisis not wrong.
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Daily Hazard of Inter course

Daily Hazard of Intercourse

Figure 95: Daily Hazard of Intercourse

It is, however, unsatisfactory and is used only in the absence of a reasonable aternative.

The result is a fairly uneven surface that reflects a good deal of stochasticity in the
estimates. The surface is smoothed using a two-dimensional moving average to produce a

reasonably smooth surface that does not represent substantial uneven change form one cell

to the next. Finadly, the hazards are extrapolated using an exponentia fit to extend into
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cells where men or women are aged 80 and older. The estimated daily hazards of

intercourse used by the simulator are displayed in Figure 95.

It is worth nothing here that the age pattern of the fertility of the simulated population
depends on two things. the male age/female age pattern of pairing which exposes couples
to intercourse, and the male age/female age pattern of the daily hazard of intercourse. The
fecundity of the female is solely a function of her exposure to intercourse and other fixed
factors, so any female age pattern of fertility arises from that and not from an explicit
modeling of the age-dependence of afemale’s fecundity. Thisis another refinement to the

fertility mode that needs to be made in the future.

PARAMETER STRUCTURE

The parameters used for the intercourse module are very smple, and they are not alowed
to vary with time like most of the other parameters. It is assumed that the libido of
individuals and couples of a certain age does not change dramatically over time, and even if

it did, | have no idea where to find data that would shed some light on how it might change.

The daily hazards of intercourse are stored in a two dimensiona table that is accessed by
the intercourse module in order to calculate the number of intercourse events experienced

by a couple whose members are of a certain age.
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FERTILITY MODULE
The fertility module manages all aspects of female reproduction and the linking of children

to the union from which they are created, and hence to their parents.

LOGIC

The logic employed in the fertility module is based on the interbirth interval model of
human reproduction (Bongaarts and Potter 1983). The interbirth interval is divided into
periods associated with:

the waiting time to conception,

the period of gestation,

the period of recovery following a birth, and
the period of recovery following a miscarriage.

EeNCEN N .

The events that sequence these components of the interbirth interval are:

a conception leading to a birth, or

a conception leading to a miscarriage,

abirth, or

amiscarriage,

recovery and end of breastfeeding and return of fecundity after a birth, or
recovery and return of fecundity after a miscarriage.

ok wbdE

The duration of each component of the interbirth interval is determined stochastically based
either on amonthly hazard of occurrence or on a specified mean vaue with some degree of

variation around. This uses the same interbirth interval model presented above in the
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intercourse module, but in reverse. The interbirth interval is specified by Equation 24 and

is repeated here for reference:

15 &2 15 0
| =—————+ S+ kGQ———+S*+
e~ §Lo g

Equation 31: Average Interbirth Interval

Where | is the average interbirth interval, f is the monthly the woman's fecundability
(monthly hazard of conception), Sis the average period of sterility associated with a birth, k
is the ratio of conceptions leading to a miscarriage to the number of conceptions leading to
a birth, and S* is the period of sterility associated with a miscarriage (see above for an

explanation of this relationship).

Thevalue of k is assumed to be 0.35, and the average values of Sand S* are assumed to be
21 (nine months of gestation and twelve months of breastfeeding and recovery) and six
(two months of gestation and four months of recovery) months respectively, and the
variance around the norgestation components of Sand S* is 1.8 (standard deviation of

1.33).

FECUNDABILITY AND CONCEPTION

Every month, the number of intercourse events experienced by a woman (see the
Intercourse Module) is used to calculate her fecundability f based on Equation 27. A
random number between zero and one is drawn to determine whether or not she will

conceive during the month; if the random number is less than her fecundability for the
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month, she conceives. If conception occurs, another random number is drawn to determine

if the conception will terminate in a miscarriage or a birth based on the value of k.

If a conception leads to a birth, the period gestation is assumed to nine months followed by
avariable period of breastfeeding and recovery with a mean duration of twelve months (SD
= 1.8 months). If the conception leads to a miscarriage, the period of gestation is assumed
to be two months followed by a variable period of recovery with mean four months (SD =
1.8 months). After recovery or the end of breastfeeding the womren is assumed to be
fecund again and is exposed to conception if she is exposed to intercourse. To account for
menopause, a woman'’s fecundability declines linearly between ages 40 and 50, and after

age 50 awoman is not able to conceive at al.

When a corception leads to a birth the sex of the child is determined stochastically at the
time of birth, and the proportion of males to femaes is assumed to be the reatively
standard 102 that is empirically observed in Black populations. When a birth occurs, a new
life is created in the table tbl ALives, the pregnancy that gave rise to the birth is closed, and
the appropriate links are created between the new life and both the birth event and

pregnancy to which it is related.

The current version of the simulator does not model or alow multiple births — twins,

triplets etc.
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MARRIED & UNMARRIED FERTILITY

Because the simulator forms and dissolves extramarital affairs, women are exposed to
sexud intercourse both within and outside of marriage. As a result, there is the potential
for reproduction inside and outside of marriage. The intercourse module exposes all
couples to the risk of intercourse, and the fertility module uses the number of intercourse
events experienced by each couple, married or unmarried, to caculate the woman's

fecundability and hence her fertility.

The alert reader will notice that a problem arises here due to the discrepancy between the
granularity of time used to model intercourse and the granularity of time used to model the
other fertility events, namely, it is not possible to accurately determine paternity when a
woman has experienced intercourse with more than one man during a month. This is a
serious problem with the smulator that must be solved in future versions. The current
verson implements a half-way fix by employing a probabilistic algorithm to determine
paternity. Briefly, the probability that paternity is assigned to an individual man is equal to
the number of times he has experienced intercourse with a woman during a month divided
by the total number of intercourse events the woman has experienced with any man during
the month. On average this scheme assigns paternity correctly. However, on an individual
basis, it does not, and in order to model genetic heretability, as | would like to do in the

future, this issue must be solved correctly.
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REPRODUCTIVE HISTORI ES

The simulator stores the reproductive histories of al women in the table
tblAFertilityEvents. For each woman this table records the complete sequence of al the
fertility events she experiences in her life from the time she starts being exposed to
intercourse sometime in her late teens until menopause between ages 40 and 50. Each
record in this table stores the type of event that occurred, the date on which it occurred, the
ID of the woman to which it occurred, and when appropriate the ID of the union during

which it took place— and hence to the male partner.

Another table in the smulator stores specific information about pregnancies. This table
exists primarily as arelationship to link individua children to their mothers, the union that
the mother was in at the time of conception, and the fertility events that led to their birth.

Additionaly it stores the date of conception and end date of the pregnancy along with the

type of termination, birth or miscarriage, and the Ids of the events that define the

pregnancy. This alows the straightforward analysis of pregnancies and miscarriages.

CONTRACEPTION

In its current version the simulator alows for non-age-specific contraception through the
adjustment of ein Equation 31. As e increases from zero to one, the effectiveness of
contraception increases from none to complete, and a woman’'s fecundability is reduced to
zero. Correspondingly as e increases and fecundability decreases, the waiting time to

conception increases to infinity as e reaches a value of one.

298



FETAL WASTAGE

Fetal wastage are modeled in a very crude way through the k parameter. The ratio of
conceptions leading to miscarriage to the number of conceptions leading to a birth is k, and
the duration a gestation leading to a miscarriage is fixed. As described below, if the
woman is infected with HIV the ratio of miscarriages to births increases with her vira load.

In this system, the sex of a child isassigned at birth, and the ratio of

Redlity is substantially more complex with this, and deserves to be modeled more carefully.
In particular, the sex of an embryo is determined at the time of conception, and the ratio of
male to female embryos at the time of conception, the primary sex ratio, is heavily
weighted toward males who face a substantialy higher risk of intrauterine death throughout
gestation. The sex and durationspecific differential in intrauterine death is understood

well enough to be modeled, and it islikely to be strongly affected by the HIV status of the

mother. Although | have not found empirical data to reved if there is a differential effect
of the mother’'s HIV status on the male and female fetus, it is would not be surprising to
discover that there is given the already existing substantial differential. Correctly modeling
thisin a population with HIV would lead to asex ratio at birth, secondary sex ratio, and an
overdl level of feta wastage that more redistically represents redity when women are

infected with HIV.

Another birth outcome which is not modeled correctly at this time is the phenomenon of

il births. Given that infection with the HIV is very likely to increase the incidence of ill
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birth in addition to increasing the levels of fetal wastage, this aspect of the simulator needs

to be given some attention.

Future work on the simulator will put significant emphasis on improving the modeling of
conception, gestation and birth outcomes. The main impediment to implementing a more
sophisticated model of biological reproduction is not a lack of theoretical models or
modeling machinery but rather the lack of empirical data from which reasonable

parameters can be obtained.

VERTICAL TRANSMISSION OF HIV
If awoman is HIV positive, she exposes any child that she bears to the risk of infection at
the time of its birth. The vertical transmission rate is a function of the mother’s HIV status

and takes the following form:

\ =Vb +(1_ Vb)(] meax)

Figure 96: Vertical Transmission Probability

Where V is the vertica transmission probability, V; is the base vertical transmission
probability, j misthe vira load of the mother at the time she is giving birth, and Vimax isthe
maximum amount of the base probability of not transmitting HIV that can be added to the
base probability by the vird load of the mother. See the HIV Module below for a

discussion of the viral load parameter.
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The values used for Vp and Vi are 0.2 and 1.0 respectively. This means that an HIV
positive mother always has a 0.2 probability of infecting a child to whom she gives hirth.
Added to that is afraction of the 0.8 probability that she does not infect her newborn. That
fraction depends on her vira load (which in turn depends on the duration of her infection)
and on the parameter Viax. The viral load is expressed as a number between zero and one
corresponding to the duration of an individua’s infection with HIV. Vpax is dso restricted
to take a vaue between zero and one which corresponds to the maximum of the base
probability that the mother does not infect her newborn (1-Vy) that can be added to V, by
the viral load parameter. If Viyax is One, then a very, very sick mother whose viral load is
also near one will have a very high probability of infecting her newborn because the
majority of (1- Vp) will be added to Vj, to yield a high probability of infecting her newborn.
If Vimax 1S near zero, the same very sick mother will have a probability of infecting her
newborn that is very close to Vp, 0.2 in the current version of the smulator. Consequently
Vmax regulates the maximum effect that can be exerted by the mother’s HIV infection, and
since the severity of a mother's HIV infection changes over time, together j and Viex

regulate how infective a mother is at various times during the progression of her disease.

A major component of vertical transmission that is not modeled in the current version of
the smulator is transmission during breastfeeding. This is not difficult to do and there is
sufficient empirical information to create a good parameter set. A preliminary model of
lactational transmission has been constructed and tested, but lack of time to completely

debug it has prevented its inclusion in this version of the smulator.
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PARAMETER STRUCTURE

All of the parameters governing biological reproduction — the length of the interbirth
interval — are allowed to vary by time period except for the age/age- specific dally hazards
of intercourse, discussed above. The parameters are stored in a table with 40 rows and one
field for each parameter. Each row contains a vector of parameters that describes one five-

year period.

DESIRABLE ADDITIONS

There are a number of highly desirable improvements to be made to the fertility module.
Foremost among them is the necessity to harmonize the granularity of time used to model
the different processes contributing to fertility. Because of the potential for one woman to
experience intercourse with more than one man over the course of a month, it would be
wise to model the experience of intercourse at the granularity that is finer than one month.
The choice of granularity should be on the order of the duration of time over which it is
unlikely that a woman will experience intercourse with more than one man. This obvioudly
not on the order of one month, semi- monthly, or weekly. So it must be on the order of one
day or afraction of aday. It seemsvery unlikely that a woman will experience intercourse
with more than one man during the period of a few hours, unlikely during the period of a
day, and potentialy likely over the period of two or more days. Hence, a granularity of one
day seems appropriate, and future versons of the simulator will mode al fertility

processes with a granularity of one day.
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Harmonizing the time granularity of fertility processes on one day will solve the problem
of assigning paternity since it will be explicitly assumed that women do not have sex with
more than one man in the course of a single day. In the event that a woman is engaged in
more than one union on a given day, she will be exposed to her partners randomly and stop
being exposed once she has experienced an intercourse event with one of them or after

being exposed to al of them without experiencing an intercourse with any of them.

Once paternity can be accurately assigned, it will become possible to model genetic
heretability. That will require the definition of individua characteristics that affect
behavior and interact with the environment and are tightly associated and stored with
individuals. A genetic algorithm governing the selection, mixing, and transmittal of the
traits to offspring at the time of conception will also need to ke identified, and findly, a
rudimentary “environment” will need to defined with which the traits are able to interact.
This will be a substantial addition to the model as it will affect most of the modules so it
will not appear immediately in future versions of the smulator. However, all modifications

will be made in ways that facilitate the introduction of a*“ Genetics Module”.

Finally, there needs to be substantial attention given to the modeling of conception and
gestation, as discussed briefly above. Beginning with conception and the cardinality of the
conceptus, the primary sex ratio, through gestation and the sex specific mortality of the
embryo and fetus that takes place during that time, to still birth mortality, perinatal and
neonatal mortality, and finaly birth, al aspects of gestation could be modeled with

substantially more precision. Some thought will need to be invested in how much detail is
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necessary to increase the utility of the smulator, especialy in light of HIV/AIDS and its
potential interaction with malaria during gestation, and when the level of detail is no longer

producing additional benefit —the perpetua conundrum of modeling.
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HIVMODULE
The HIV module governs the transmission of the HIV from infected to uninfected people
and the progression of the disease in infected individuals. The goal is to identify a
parameter or a smal set of parameters that accurately reflect the healtth status and
infectivity of an HIV-positive person as time progresses. Thisis critical to maintaining the

correct temporal dynamics of any model that seeks to include HIV as a component.

Surprisingly, there is relatively little empirical information to bring to bear on this topic.
There are two indicators of the disease that are widely discussed and measured, although
neither has been adequately quantified in Africaa The “vird load” is a measure of the
number of virion particles per unit of infected blood, and it is well known that the vira load
increases sharply after infection to peek after several weeks and then drop precipitoudy to
nearly immeasurable levels. The viral load typically stays very low for a substantial period
of time and then begins to increase very dowly but at an accelerating pace as the infected
individual becomes progressively more ill, manifests more symptoms of the disease and
eventualy develops full blown AIDS. The viral load is directly related to the infectivity of

the infected person but much more loosely related to his or her overall health.

The other commonly followed indicator is the “CD4 count” which is the number of CD4
cells per unit of infected blood. The CD4 cdll is a specific immune cell that expresses the
CD4 protein on its surface and is a primary target of the HIV. A high CD4 count indicates

that the immune system is functioning well and that the HIV has not been able to destroy
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many CD4 cells. As the disease progresses the CD4 count falls indicating that the immune
system is gradually losing the battle to suppress the HIVV. The CD4 count is closely related
to an infected person’s overal health and the ability of their immune system to ward of
both the HIV and other infections. As such it is a sengitive marker of health and fitnessin a
way that the vira load is not. It is known that the CD4 count stays steady or surges just
after infection during the initiad burst of replication of the virus, and that it usualy
decreases very dowly thereafter at a rate that depends on a number of factors including the
severity of the initid infection, the underlying strength of the infected’s immune system,
the overall hedth of the infected at the time of infection and thereafter, age and a number of

other possible factors including, obviously, the presence of therapeutic agents.

To adequately model the history of the disease in an individual and the individua’s
potential to infect others at each time during their illness, it is necessary to track the course
of both indicators. Within a single infected body there is a raging battle between the
immune system and the virus with the CD4 cells playing a primary role. Knowing that, it
should be possible to construct a modd of the interaction between the CD4 cells, the virus
particles and the parts of the body that serve as reservoirs for either the CD4 cells and/or
the virus particles. That model should provide a reasonable prediction of the number of
both CD4 cells and virus particlesin circulation as the disease progresses. | have not found
a reliable model of this type in the literature so | built one myself based on a relatively

cursory reading of the literature.
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I will not spend a lot of time describing this model because | have not yet incorporated it
into the smulator, but 1 will describe it enough for the reader to see where thisis going in
the near future. The HIV and CD4 cdls circulating in the blood are conceived as
populations of individuals whose vital dynamics depend on the size of the “other”
population. The replication and death rates of both depend on the number of the other that
is currently circulating. Additionaly, the ability of CD4 cells to kill the HIV and prevent
its replication depend on the parameters describing the underlying strength of the infected
person’s immune system. Since most therapeutic agents inhibit viral replication, they enter
the model by affecting the virus' ability to replicate. The model is expressed using a set of
relatively simple differential equations and is capable of producing time-dependant
trajectories of CD4 counts and viral loads that span most of what appears to be empirically

observed.

The drawback to this model is that there are not reliable empirical data from Africa to
calibrateit. | also want to be able to endow it with some degree of stochastic variation, and
to find a computationaly efficient way of implementing it. In the absence of acceptable
solutions to any of those challenges, | have chosen a very crude durationdependent
indicator of HIV diseases progression consisting of a ssimple “viral load” parameter that
evolves over time since infection to provide a very rough indication of infectivity and

health astime progresses.
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LOGIC

In its current form, the HIV module is a very blunt tool. It seeks only to represent the
qualitative redlity that immediately after persons are infected they are mildly ill and
relatively infective, that for a long time before they become termindly ill, they are
relatively hedthy and not very infective, and that toward the end of their illness and life

they become rapidly more ill and concurrently more infective.

The manner in which this is done is arbitrary and does not correspond closely to the
underlying biology. This results from the genera scarcity of sufficient empirical data to
calibrate a more sophisticated model, and from the exigency of completing a working
model in a reasonable period of time. The solution does capture the most important
underlying aspect of the progression of the disease; namely its broad dependence on time

since infection.
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Figure 97: Viral Load by Time Since Infection

INCUBATION & DURATION DEPENDENCE

A fully parametric curve with the general shape of a elongated swish like the Nike* shoe
company logo is generated to represent the “vira load” of an infected individua as a
function of time. Two different time trgjectories are caculated for the viral load; one for
children who are infected and one for adults. Pediatric AIDS patients progress through the
disease at a much faster pace than adults and face a substantially higher risk of death at all
times since infection. The pediatric viral load curve is calibrated so that most of the
pediatric cases die before their second birthday, or 24 months after infection. The adult
vira load curve is calibrated to allow an average adult infected with HIV to live ten years.
During that time, they are relatively infective immediately after infection, not very infective
over the next eight years or so, and progressively more infective during the last two to three

years of their lives. The curves used in the smulator are displayed in Figure 97.
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The curves are normalized to take values between zero and one, with zero corresponding to
not sick at all and not at all infective and one corresponding to extremely sick, completely
infective and dead. The various intermediate states between those two are represented by
values between zero and one and occur at times after infection that fal on the curves
displayed in Figure97. Thereis nothing specia about the range zero to one, and it does not
represent any empirically measurable quantity; it is smply chosen in order to make the
viral load parameter easy to use when the degree to which an individua has progressed

through the disease must be used by other processes modeled by the simulator.

TRANSMISSION
There are only two modes through which the HIV is transmitted in the simulator:
heterosexual transmission through intercourse and perinatal vertical transmisson from

mother to child. Homosexua and blood-sharing forms of transmission play a minor role in

the spread of the HIV in Africa and are therefore not included in the modd.

What would be useful to include in the smulator is some form of migration and

progtitution. It is thought that mobile workers moving to and from home and work

locations and possibly between various work locations have contributed greatly to the
spread of the HIV around Africa. Exacerbating this situation is the fact that most of the
mobile workers are men and visit prostitutes when they are away from home (usually living
in urban areas) — effectively creating a reservoir of the HIV within the community of
prostitutes. These two processes work synergistically to provide a reservoir for the virus

and an efficient mechanism to move it quickly into al the regions from which migrant
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workers are coming. Once the virus has moved to the sending communities it is able to

spread by more conventional means through those communities.

Given the likely importance of migrant labor and prostitution in the spread of the HIV, it is
critical to build these two components into future versions of the smulator. Given the
outline of the process above, it is likely that the spread of the HIV is a two-step process
with the first step occurring on a relatively short time scale, the movement from the
prostitutes into the community at large, and the second step, the spread within the
community, occurring on a longer time scale. It is the second step that the current version

of the smulator attempts to model.

EMPIRICAL TRANSMISSION PROBABILITIES

Empirical per intercourse transmission probabilities are obtained from the Rakal project in
Uganda (Gray 2000). A recent study conducted at Raka and still being prepared for
publication examines 174 monogamous discordant couples to ascertain the per intercourse
probability of transmission. The average number of intercourse events per month is 8.9
(smilar to the average for younger people used in the simulation), and the overal
probability of transmission per intercourse is 0.0014. The study controls for age and viral

load and finds some variability with both.

Per intercourse transmission rates by age and viral load are exactly the data needed to
calibrate a more sophisticated model of transmission as a function of time since infection.

Unfortunately, these data came to light after the basic simulator was constructed, and there
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has not been time to rework the HIV incubation and transmission subnmodd in time for

inclusion in this work.

However, the overal average per intercourse transmission probability used by the
simulator calculated over infected durations of zero to eight years is set so that it matches
the value of 0.0014 found at Rakai. This ignores the age dependence, and since the “vira
load” disease progression indicator that is used is relatively arbitrary, it does not properly
modd the real vird load dependence either. In spite of that, to afirst order approximation

the simulator does reproduce a reasonable per intercourse transmission probability.

INTERCOURSE EVENTS & TRANSMISSION

At the beginning over every smulated month, the Intercourse Module produces the number
of intercourse events experienced by each couple that survives into the month. The HIV
Module identifies discordant couples and uses the number of intercourse events that they
will experience to determine whether or not the uninfected partner will become infected.

The probability that the uninfected partner will be infected during the monthis:

| =1- (1- p)f
Figure 98: Probability of Infection

Where C is the number of intercourse events during the month and p; is the per intercourse
probability of transmission. The per intercourse probability of transmission used by the

simulator is:;
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B =V :Vmax:(l- B)

Figure 99: Simulator Per Intercourse Probability of Transmission

Where V is the vira load disease progression indicator used by the modd, Viax is the
maximum per intercourse transmission probability, and B is an indicator variable used to
specify the effectiveness of condom usage as a technique to prohibit transmission: condom
is used perfectly B = 1, condom is used with 50 percent effectiveness B = 0.5, condom is

used completely ineffectively B = 0.

ATTENUATION OF TRANSMISSION WITH CONDOMS

As dluded to above, the simulator incorporates the ability to model condom usage as a
method to attenuate transmission. The simulator accounts for the fact that condom usage
affects both fertility and the transmission of HIV. If condoms are used with an
effectiveness of say 0.85, then the values of both e in the Fertility Module and B in the HIV
module will be set to 0.85. If some other nortbarrier method of contraception is used, then
e will take a non-zero value and B will remain zero. This arrangement allows the simulator
to examine the different population and personal-level outcomes generated from fertility

control programs that use either barrier or no-barrier forms of contraceptiort”’.

37 |t is this question that originally motivated the creation of the simulator to begin with: to examine the unintended
negative results of implementing a non-barrier method of contraception as part of a fertility control program in a

population with endemic HIV. Along the way it became obviousthat alot of other questions could also be examined with
the simulator.
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ANTI RETROVIRAL TREATMENT

Antiretroviral therapies interfere with the replication of the HIV. The cumulative result of
the many variations on this type of treatment is to lower vira load to nearly or actually
immeasurable levels and keep it there. Once that is achieved it may rebound and at the
very least stabilizes. The effect is to improve and stabilize the patient’s overall health and
effectively halt the progression of the disease. The effectiveness of the therapy depends on
a large number of factors leading to a range of outcomes spanning virtually perfect
suppression for unlimited periods of time to limited suppression for limited periods of time.

The “average” result might be described as stbstantial suppression for along time.

The current version of the simulator was not designed to implement virtual treatment
programs, but it can crudely approximate a treatment program by altering the profile of the

vira load disease progression parameter. For treated children the average time to death is

extended to five to ten years, and treated adults live about twice as long as their untreated

counterparts with negligible infectivity during the majority of that time.

RANDOM INFECTION

In one way or another a real population is composed of heterogeneous subpopulations that
mix more freely an more consistently through time with themselves and only occasionally
with members of other subpopulations. It was suggested earlier that an important process
in the spread of an HIV epidemic is the transportation of the HIV between these various
subpopulations; in this case urban centers separated by long distances and urban and rural

centers separated by distance and culture.
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In its current form the simulator creates a closed, homogenous virtua population that might
represent one of the subpopulations described above. As a result, the problem arises of
how to initiate an HIV epidemic in the population and how to model the redlity that there is
continuous contact with “outside” populations that provides a high-risk route through
which new infections are brought into the population. Because the current simulator does
not model multiple populations, it cannot expose its virtual population to the kind of

continuous inoculation that affects a real population.

To solve this problem a very small random fraction of uninfected adults between the ages
of twenty and fifty is infected each month, in most smulations twelve per 100,000 which
gives an uninfected person a 95 percent chance of surviving between age fifteen and 50

uninfected.

PARAMETER STRUCTURE
All of the parameters governing the HIV Module are constant through time: those that
define the vira load disease-progression indicator, the transmission probabilities and the

random infection rate. Consequently, they are stored in two simple tables.

DESIRABLE ADDITIONS
As discussed above, there must be a better disease progresson submodel for future
versions of the smulator. Substantial work has aready been done to improve this aspect of

the model, and a new submodel of disease progression that uses both the CD4 count and
the vira load as primary indicators will be completed soon. This will allow a much more
satisfactory modeling of HIV/AIDS in an individual and provide the correct duration
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specific indicators for assessing an individua’s health and infectivity. This is important
because an individua’ s overall health affects their behavior and their susceptibility to other
infections and hence their mortality. Obvioudly, an individua’s infectivity is critical to the

modeling of transmission.

Once a better disease progresson modd hes been built, it will become possible and
attractive to model opportunistic infections that often affect HIV-positive individuals. For
Africa, both TB and Malaria are major opportunistic infections that should be immediately

considered for modeling.

Along with a better and more comprehensive disease model, it will be necessary to
differentiate and improve the mortality model. Specificaly, it will be necessary to create a
cause-specific model of mortdity that is able to make use of the disease data produced by

the modding of HIV, TB and Maaria

The fact that multiple populations, migration and prostitution are critical to the movement
and transmission of HIV in Africa was discussed at some length. Although it will greatly
increase the complexity of an already complex mode, it is worth investigating the potential
to mode multiple heterogeneous populations, movement between them, and some

intrapopulation heterogeneity to account for prostitution.

Last, it is necessary and relatively easy to implement vertical transmission of HIV from

mother to child during breastfeeding.
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NUPTIALITY MODULE
The Nuptidity Module regulates the dynamics of marital union®® formation and
dissolution. This together with its sister module governing the dynamics of nortmarital
union formation and dissolution form the most critical components of the simulator.
Anderson and Garnett (Anderson, Ng, Boily, and May 1989; Anderson 1991a; Anderson et
al. 1991; Anderson 1992; Anderson and May 1992; Anderson, May, Ng, and Rowley 1992;
Anderson 1996; Garnett and Anderson 1993a; Garnett and Anderson 1993b; Garnett and
Anderson 1994a; Garnett, Swinton, and Parker 1994; Garnett and Anderson 1996g;
Garnett, Hughes, Anderson, Stoner, Aral, Whittington, Handsfield, and Holmes 1996) have
convincingly demonstrated that the nature of the pairing process largely determines the
evolution of an HIV epidemic. Consequently, it is important that models of pairing
processes are sufficiently flexible and precise to describe redlistic behavior. Thisis in fact

apotential shortcoming of Garnett and Anderson’s model of a population with HIV. Their
model (Garnett and Anderson 1993a; Garnett and Anderson 1994a) defines the mixing
preferences (and flows) for males and females separately. A constraint is applied to force
the number of males of a specified type (age, sexua activity level etc.) who will form new
unions during each time step to equal the number of females of a specified type who will
form pairs with those males. Because these two numbers are not necessarily equa it is

necessary to force one of the other to conform to the opposite sex, and this is essentially

38 A “union” in the context of the simulator is the pairing of aman and woman. There are two basic types, both having the
potential to befertile. Marital unions are similar in duration, parity, contact frequency and social statusto aconjugal union

of the type described in Nuptiality, under Demographic Characteristics above; and extramarital unions (affairs) are
typicaly of much shorter duration and may not provide the same level of (or exposure to) contact between the lovers.
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what Garnett and Anderson do. The problem with this, as they themselves point out, is that
the dynamics of the pairing process are dominated by the sex that is chosen to determine
the number of pairs that will form, and consequently the partner acquisition dynamics of
the dependent sex may be forced to be very different from what that sex actualy prefers.
Garnett and Anderson address this issue in one of the most recently published versions of
their moded by devising a scheme whereby the two sexes split the difference between their
preferred mixing patterns and both compromise to the extend necessary to bring the overall

flows of male partners and femae partners into balance.

The Garnett and Anderson model is specified at the population level using differential

equations that move proportions of groups from one state to another during each time step
instead of moving individuas, and this is why they must explicitly address the problem of
harmonizing the mixing preferences of maes and females. A mode specified at the
individual- level, such as the one described here, is able to conceptualize and implement
pairing in such away asto avoid the need for ad hoc procedures to balance the preferences

of males and females.

FORMATION OF UNIONS

LOGIC

The pairing process is fundamentaly different from other processes in that it brings
together two individuals with different preferences and produces a single conceptual entity
that is composed of the two individuals. The difficulty in modeling the process arises from

the fact that there are independent at-risk individuals with potentially different preferences
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who must decide whether or not they want to form a union. The Garnett and Anderson
model defines the individual men and women’s preferences for forming a union separately
and then calculates how many of each want to form a union during a time step. Because
the preferences of the sexes do not necessarily match and there ae different numbers of
each a any point in time, the number of men who decide they want to form a union based
on their own preferences does not match the number of women who decide that they want
to form a union based on their own preferences. Defining the men's and women’'s
preferences separately results in a fundamental inconsistency in which the number of men

who want to form a union does not match the number of women who want to form a union.

UNIT OF ANALYSISAND UNION FORMATION PROBABILITIES
To solve the inconsistency, the unit of analysisis shifted from individual people to couples,
and the probabilities of union formation are specified with respect to potential couples of

various types. Potential couples are formed by pairing individual men and women within
cells defined by various characteristics of the men and women. For example, a cell may
consist of all men aged 40 to 44 who have two wives and al unmarried women aged 30 to
34. The maximum number of unions that can occur in such a cell is equal to the lesser of
the number of males and females in the cell — if there were 250 males and 300 females, the
maximum number of unions is 250. This framework alows a probability of union
formation to be defined that is equal to the number of unions that form in a cell divided by
the maximum number of unions that could form in the cell. If empirical probabilities of

this type are known, it is possible to assign individuas to new unions. Empirica
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probabilities like this are estimated and displayed in Part 2 and are used by the smulator to

pair males and females into marital unions.

To accomplish the pairing, males and females within a cell are randomly paired until the
number of potential unions is equal to the naximum possible. For each potential union a
random number is drawn and compared to the hazard of forming a union in that cell, and if
the random number is less than that hazard of union of union formation for that cell, the
union isinitiated and recorded by the ssmulator. Furthermore, during each time step al at-
risk individuals of each sex are exposed to al at-risk individuals of the opposite sex once
until they are paired with someone or until they have been exposed to everyone, and the
order in which they are exposed to each other israndom. The process through which thisis

accomplished is somewhat complicated and is described briefly below.

Maes and females are first categorized by the attributes of interest into various sex- specific
groups. When males are exposed to marital union formation, they are organized into five-
year age groups, and within each five-year age group, into three marriage cardinaity
groups. men with zero, one, or two or more wives. Only unmarried females are exposed to
marital union formation, and they are organized into five-year age groups. The result is a
set of male groups and female groups that can be paired with each other; the pairing of a
male group with a female group forms a cell of the type described above — for example,
men aged 30 to 34 with no wives and women aged 50 to 54. A list of al possible
groupwise pairings of this type is kept, and at the beginning of each time step, thislist is

randomized. Once al the male and femae groups have been defined, all possible male
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group/female group pairs are created one at a time in the order defined by the randomized
list of all pairs. Inthisway all at-risk males are exposed to all other at-risk femalesin a
completely random fashion. If a pair is created, the individuals are removed from the at-

risk groups and not further exposed to union formation during the time step.

The important advantages of this method of pairing are: 1) it does not require an ad hoc
procedure to equate the number of individual males and females who will form pairs during
a time step, and 2) the process is free of the so called scaling problem. The scaling
problem arises from the fact that the number of potentid mae/female pairs in the

population is equal to the number of males multiplied by the number of femaes and

.2
consequently grows at arate that is roughly proportional to 85%9 where N isthe size of the
e

@
population. If the total number of potential pairs is the unit of anayss, then the
probabilities that would have to be applied to the potential pairs to determine the initiations
of unions would also have to scade to the power two. This rapidly becomes an
unreasonabl e approach for several reasons, including the fact that something growing to the
power two quickly produces a number that is too large to work with easily, and if the
number of males and females is not very nearly equa, the exponent will not be two but
something that could be quite different. An approach of this nature requires the kind of ad
hoc fixing up that is not desirable. The method described above avoids the scaling problem
by using the total possible unions as the basic unit of analysis instead of the total number of

potentia pairs— where possible refers the maximum number of unions that can be formed
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within each cell during a time, and this scales linearly with the total size of the population

because it depends directly on the number of the sex with the fewest at-risk in each cdll.

The hazards used to determine the initiation of unions can be obtained from an empirical
estimate using good data describing the initiation of unions in a real population, or they
may be generated by a function that reflects a theoretical understanding of how the pairing
process should work, or the two may be combined to produce a synthetic set of hazards of
union formation. This feature of the method makes it very flexible and aso potentially

very redistic and specific.

It aso alows the hazards of union formation to change in response to the composition of
the at-risk populations of males and females. It is likely that as the age structure of either
or both of the mae and female at-risk populations changes, or as the marita cardinality
composition of the male population changes, the cell-specific hazards of union formation
will aso change to compensate for the relative lack of or abundance of possible pairs in
different cells. For example, it is likely that the evacuation of the age groups between 25
and 40 by HIV/AIDS and the concomitant lack of potential spouses in those age groups
will cause the likelihood of union formation between younger people, between older
people, and between young and old people to increase above what it would be if there are
reasonable numbers of middle aged people with whom to form pairs. This dynamic
adjustment of the pairing probabilities is likely and must be important in determining the
overal dynamics of the pairing. The smulator does not currently model dynamic hazards

of union formation, but the potential to do so has been built into the method through which
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pairings are created. Again, dynamic hazards of union formation could be estimated from
empirical data or could be synthesized from non-dynamic empirical hazards and some

theoretical understanding of how dynamic hazards might behave.

The main drawback to this model of pairing is its relatively serious demand for empirical
data. Few data sources in Africa are able to produce enough reliable data to fully describe
pair formation, much less dynamic hazards of pair formation. This can be viewed as a
problem or as something that can be solved by using a range of reasonable guesses that will
elucidate the important attributes of the pairing process and the effects it may have on other

popul ation processes.

POLYGYNOUS MARRIAGE

The smulator is implemented to model polygynous marriage. In this system men may be
married to more than one woman simultaneously while women may not be married to more
than one man at the same time. Consequently, the at-risk populations for the formation of

new marital unions are all men and unmarried women.

The simulator recognizes three different types of union formation:

unions formed between an unmarried man and an unmarried woman,

unions formed between a married man with one wife and an unmarried woman,

and unions formed between a married man with two or more wives and an
unmarried woman.

WwnN e
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This defines three types of at-risk pairs and consequently requires three sets of age/age-
specific hazards of union formation, presented below. The simulator classifies men into
one of the three categories and exposes them to the risk of forming a marital union with all
unmarried women using the hazard of union formation associated with their existing

marital cardindity (how many wives they already have).

EMPIRICAL HAZARDS OF UNION FORMATION
The empirical linearly scaling hazards of union formation presented in Part 2 are smoothed
using two dimensional moving averages to produce the hazards of union formation used by

the smulator, presented below in Figure 100 to Figure 102.
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Monthly Hazard of Union Formation
Unmarried Male

Monthly Hazarg of Union Formation per 1 000

Figure 100: Monthly Hazard of Union Formation for Couples with an Unmarried Male
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Monthly Hazard of Union Formation
Malewith One Wife

Figure 101: Monthly Hazard of Union Formation for Couples with Male with One Wife
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Monthly Hazard of Union Formation
Malewith Two or More Wives

0.0018

Monthly Hazard of Union Formation per 1,00C

Figure 102: Monthly Hazard of Union Formation for Couples with Male with Two or More Wives

PARAMETER STRUCTURE
The monthly male age/female age-specific hazards of union formation are stored in three

tables, and for each of those there is a set of 40 tables that store period-specific
modifications to the base hazards. During each period, the base hazards are retrieved and
modified according to the period- specific modifications stored in the modification table for

the current period. All of the modifications are defined as odds ratios relating to the base
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period and the base age/age group, males ten to fourteen and females ten to fourteen. This
alows al of the base age/age hazards to be modified in the same way by changing only one
parameter for each subsequent period. The age/age modifications are accomplished
individually by modifying the corresponding age/age parameter in the period-specific table

of odds ratios.

The final parameter set allows the basic age/age hazards of union formation to be varied in

five-year periods over atota period of 200 years.

DISSOLUTION OF UNIONS

LOGIC

The dissolution of unions is modeled as a function of duration of union, the age of the male
and female who participate in the union, and the number of surviving children produced by
the union. During each time step after a union is formed it is exposed to the risk of
dissolution based on the current state of the factors enumerated above. Death of either or

both spouses automatically terminates a union.

SAMPLE, UNIT OF ANALYSIS, AND HAZARD OF SEPARATION

Theat-risk unit isavalid marital union with both members alive. Each union that survives
into the time step is classified with respect to the number of surviving children it has
produced and the duration of time it has been vaid. Based on those two attributes and the
ages of the male and female involved, a hazard of separation is retrieved, and a random

number is drawn to determine if the union will dissolve during the time step — if the
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random number is less than the corresponding hazard, the union dissolves and that fact is

recorded in the database.

The base hazards of separation are defined with respect to new unions, those that have
exised over a duration between zero and four years. During each subsequent five-year
duration group the base male age/female age-specific hazards of separation are modified by
a duration specific factor alowing the overal hazard of separation to be a function of the
duration over which the union has been valid. The hazards and these factors are derived
from the logistic regression event history model that is presented in Part 2. That mode
estimates the hazard of separation separately for unions with various numbers of surviving
children. For each of those groups, the hazard of separation is modeled using dummy
variables to be a function of male and female age and the duration of the union. Interaction
terms are included for male/female age, but not for age and duration. The result is a fully
independent specification of the hazards with respect to the ages of the man and woman in
the union, and a separate effect that captures the duration effect. The structure of that
model is reflected in the way in which the smulator handles the hazards of separation. The
important result is that the whole mae age/femae age set of hazards is modified in the
same way during each subsequent period, each male/female age- specific cell isincreased or
decreased to the same extent so that the male/female age- specific hazards are not a allowed

to vary independently over the duration of a union.
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EMPIRICAL UNION DISSOLUTION PROBABILITIES

Monthly Hazard of Separation
Couplewith No Children
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Figure 103: Age/Age-Dependent Monthly Hazard of Separation for Couples with No Children
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Monthly Hazard of Separation
Couplewith Oneto Two Children

Monthly Hazarg of Separation per 1,00¢

Figure 104: Age/Age-Dependent Monthly Hazard of Separation for Couples with One to Two Children

331



Monthly Hazard of Separation
Coupleswith Three or more Children
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Figure 105: Age/Age-Dependent Monthly Hazard of Separationfor Coupleswith Three or More Children
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Union Duration Dependance of Hazard of Separation
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Figure 106: Union Duration Dependence of Monthly Hazard of Separation

PARAMETER STRUCTURE

Like the hazards governing the formation of unions, the base hazards governing the
dissolution of unions are stored in three tables corresponding to the three fertility categories
for which the hazards are specified. For each of those three tables, there are 40 additiona
tables specifying period and age/age- specific modifications to the base hazards. The result

is a parameter set that can be varied in five-year periods over atotal period of 200 years.

The duration specific component does not support period-specific variation in this version

of the smulator, but it is easy to add that capability to a future version.
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AFFAIRSMODULE
The Affairs Module governs the formation and dissolution of extramarital unions between
men and women. This module is critical to the simulator because it is able to define the
extramarital pairing between men and women, and together with the Intercourse Module
the degree to which men and women are engaging in sexua intercourse outside of

marriage.

THEORETICAL DYNAMICS OF AFFAIRS

The heading for this section contains the word “theoretical” in acknowledgement of the fact
that we know virtually nothing about the real extramarital sexual dynamics of any African
population. It isironic and noteworthy that the Module that is arguably most important in
determining the course of an HIV/AIDS epidemic is not based on a solid empirical
foundation, or in fact on any empirical foundation at al. This results from the fact that
there is no empirical data describing this aspect of behavior for the Gwembe Tonga, and
there appears to be very little generalizable data of this type for any reasonable sized

population in Africa, or the rest of the world for that matter.

Before proceeding it is worth noting that the lack of this information is startling gven the
long period of time over which the need has been known and the dramatic effects of the

HIV/AIDS epidemic in Africa. It appears to be a strong testament to the ever-mighty

taboos protecting the secrets of human sexual behavior!
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An understanding of sexua networking is critical to the understanding HIV/AIDS on both
individual and population levels. The lack of this understanding is perhaps one of the key
inhibitors preventing the more rapid design and deployment of effective prevention
strategies. It is aso one of the reasons why models like the one described here are useful.
Using a simulator that is able to reproduce a variety of sexual networks it is possible to
determine which types of networks are necessary for the spread of a sexually transmitted
disease, what types are particularly well-suited to arapid transmission of the disease, and to
what degree sexual networks of a given type need to be modified to dow or stop the

transmission of the disease.

The model of sexua networking that is implemented in the current version of the smulator
reflects the genera approach taken by Garnett and Anderson, my own intuition and genera
lack of knowledge in this area. The likelihood that a man and woman will form an
extramarital union (affair) is assumed to be a function of their ages and the degree to which
each of them is sexually active. It is assumed that an individua’s level of potentia for
sexual activity is largely aresult of biologica factors®®, and it istherefore acharacteristic of

the individua that is assigned at birth and maintained throughout life.

The process through which people have sex outside of marriage is assumed to have two
components. 1) a process of finding and forming a union with someone of the opposite sex

other than someone to whom you are married, and 2) the process of having sexual

% Thisis certainly not completely accurate as there are many social and environmental factors that will also contribute to
an individual’s sexua activity potential. However, faced with a complete lack of information that might gude the
modeling of those components of an individual’s sexual activity potential, | have decided not to attempt to model them.
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intercourse with someone with whom you share an extramarital union. This allows for
different dynamics to be specified for the pairing and intercourse components of the overall

Process.

SEXUAL ACTIVITY INDICES

At birth each individual is assigned a value from zero to five reflecting their potentia for
sexua activity; a value of zero corresponding to a very low potential for sexual activity and
avalue of five corresponding to a very high potential for sexua activity. For convenience
sake the sexual activity potential of the population is assumed to be distributed according to
anormal distribution with mean 3.0 and standard deviation 1.2. This assigns roughly 10.6
percent of the population to the lowest and highest values, 23.3 percent of the population to

the next lowest and highest values and 32.3 percent of the population to the middle value.

SEXUAL ACTIVITY ASSOCIATIVITY

It is assumed that the formation of extramarital unions and the potential for sexua activity
within those unions is influenced by the sexual activity potentia of the two partners. The
form of this effect is thought to be strongly assortative reflecting the fact that men with a
high potential for sexua activity are more likely to form liaisons with women who aso
have a high potential for sexua activity. Within a given liaison the potential for sexual
intercourse to occur is related to the overal potential for sexual activity possessed by the

couple, in other words the sum of their individual sexual activity potential values.
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AGE ASSOCIATIVITY

Ageis aso assumed to affect the potential to form extramarital unions but not to affect the
potential for intercourse within those unions once they have formed. As with the sexua
activity potentia vaues, it is thought that the age preferences of both the males and females
is strongly assortative reflecting the fact that men prefer to engage in extramarita
relationships with women who are younger than themselves by a given number of years,

and that women generally adhere to the same preference in reverse.

FORMATION OF AFFAIRS

LOGIC

Like the formation of marital unions, samples of at-risk maes and females are identified,
categorized by various characteristics, members of each category from the two sexes are
paired, and within each of the cells formed by those pairings, individual males and females
are exposed to the risk of forming an extramarital union. The strategy employed is exactly
analogous to that employed to form marital unions; the only differences being the nature of
the categorization of at-risk maes and femaes and the manner in which the monthly

hazard of union formation for each type of possible couple is obtained.

SAMPLE STRUCTURE AND UNIT OF ANALYSIS

All males and females between the ages of ten and 80 are ligible to form an extramarita
union, and there is no limit to the number of simultaneous extramarital unions that an

individual of either sex may have.
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Corresponding to marital union formation, the unit of anayss is the couple, and the
probability of forming an extramarital union is defined with respect to the attributes of a
possible couple and the duration of the time step. At-risk maes and femaes are
categorized into five-year age groups, and the groups defined in that way are paired to yield
age/age cedlls in which possible extramarital unions are formed by randomly pairing males
with females until the number of unions is equal to the lesser of the number of males and
femalesin the cell. All of those randomly chosen possible couples are then exposed to the

hazard of forming an extramarital union.

AFFAIR FORMATION PROBABILITIES
The monthly hazard of forming an extramarital affair is a function of the ages and sexua
activity potential values of the man and woman who are part of a possible pair. An age

associativity score from zero to one is calculated based on the preferred age differential

between the sexes, and a sexual activity potential associativity score, aso between zero and
one, is calculated based on the preferred sexua activity potential differential between the

SEXES.

In both cases the preferred associdtivity is defined by specifying the location and width of a
normal ridge running through either the male age/femae age space or the mae sexud
activity potential/female sexua activity potentia space, an example of such a ridge is
displayed in Figure 107. Imagine ether of those two spaces as a two-dimensiona field
though which is running a linear ridge whose cross section is a normal distribution. The

course of the ridge is defined by the line that it follows in the two-dimensioral space, and
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the width of the ridge is defined by the variance of a normal distribution centered on the
line. This specification takes three parameters to define the normal ridge: 1) the slope of
the line that it follows, 2) the vertical offset of the line that it follows, and 3) the variance of
the normal distribution that determines the “width” of the ridge. The dope corresponds to a
linearly varying difference in the preferred values of the male and female attributes, the
vertical offset corresponds to a constant difference in preferred values of the mae and
female attributes, and the variance corresponds the precision of the preferences, a small
variance means that the male and female vaues must be very close to the preferred values
to yield a high associativity score while a larger variance means that male and femae
values that are some distance from the preferred values ill yield a reatively high
associativity score. To determine a couples associativity score in either age or sexua
activity potential space, the value of the normal ridge is calculated at the point defined by

the male and femae vaues.

339



Male Age/ Female Age Associativy | ndex
Slope 1.25, Offset 10.0, Variance 5.0

.
RXABSONRY
BRI
QAR
QORIRRINELy
QRS e,
U ARNRDKNXD )
o200y 0 005301950, 0, 552 N
IRRRK A
OIS e
2 27 il
130,00 80030, 1% e ol _
A %

hich the

IvVity score.

nw

ts or so to the

ive uni

Table 60 below.

hich that preferred age
inf
in

ity Index
n w
th

iativi
layed

IS WI

1P

Il have a reasonably high associ
lator are d

as long as the couple
smu

Male Age/ Female Age Assoc

25 years for every year of the female's age, and

Figure 107

dge plotted in Figure 107 corresponds to a preferred couple whose male
by O

about ten years older than the female partner

IS

The normal r

partner

difference increases

preference is not too strong

maximally preferred difference, they will st
The associativity parameters used by the



TABLE 60: ASSOCIATIVITY PARAMETERS

Associativity Dimension

Parameter Age Sexual Activity Potential
Slope 10 1.0
Offet 75 0.0
Standard Deviation 3.0 1.0
Influence Exponent a=1.0 s=05

The age and sexual activity potential associativity scores are combined to produce the

hazard of extramarital union formation according to Equation 32 below.

H, = A®S

Equation 32: Monthly Hazard of Extramarital Union formation

Where Hys is the monthly hazard of extramarital union formation as a function of the age

and sexual activity potential associativity scores, A is the age associativity score, Sisthe
sexual potential associativity score, a is an exponent governing the influence of the age
component, and s is an exponent governing the influence of the sexual activity potential

component.

The multiplicative combination of the indices satisfies the constraint that their combination
must lie between zero and one and be equa to zero when either or both of the indicesis
equal to zero. By varying the exponents and their relative value the contribution of the two
factors can be adjusted. Figure 108 displays al of the possible combinations of age

associativity and sexual activity potential associativity scores and the monthly hazard of
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extramarital union formation associated with each combination, for the vaues of the

exponents used by the simulator.

Monthly Hazard of Extramarital Union Formation

Hazard of Extramarita) Union Formation

Figure 108: Monthly Hazard of Extramarital Union Formation

These values give the age associativity score a linear influence over the hazard, while the

sexua activity potential score has an influence proportiona to its square root — this means
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that as long as the sexua activity potential score is not too close to zero it does not have as

strong an effect on the hazard.

SEXUAL INTERCOURSE WITHIN AFFAIRS

During the time when an affair is vaid, the two people participating in the affair are
exposed to the hazard of engaging in sexua intercourse. Again, since there is no empirical
basis on which to model the hazard of experiencing intercourse within an affair, a ssmple
intuitively reasonable model is chosen that assumes that the daily hazard of intercourse
within an affair is proportiond to the daily hazard of intercourse that a similar couple
would experience if they were married plus an extra amount that is proportional to the sum
of the sexud activity potentia vaues of the two individuals participating in the affair. This
extra amount that is added based on the combination of the sexual activity potential values

of the partnersis displayed in Figure 109. The simulator uses a maximum addition of 0.2.



Daily Hazard of Intercourse within an Affair

Daily Hazard of Intercourse

Figure 109: Daily Hazard of Intercoursewithin an Affair

The values displayed in Figure 109 are those that are used in the current implementation of

the smulator.

DISSOLUTION OF AFFAIRS
Affairs are subject to a constant hazard of dissolution of 0.45 per month. At that rate the

half life of a cohort of affairs is 1.45 months. A future implementation of the smulator



might make the hazard of dissolution a function the duration of the affair, the outcome of
any fertility everts occurring within the affair, other attributes of the affair itself, and the
characteristics of the individuas involved in the affair. However, in light of the fact that
virtually nothing is known about the likelihood that an affair will end, this version of the

smulator keeps it smple.

SUMMARY OF AFFAIRS

The sexua intercourse that takes place outside of marriage is criticaly important in
determining how a sexualy transmitted disease spreads through a population, what
proportion of the population it is able to infect, how fast it is able to spread, and how stable
the epidemic that it creates is. It is unfortunate that there is a substantial lack of empirical

data on which to build amodel of this process

In the absence of that data, a model of this type may help in defining the important
dimensions of the process and how they interact with each other. This can be
accomplished by performing a range of simulations with parameters that span the plausible

parameter space, or with different forms of the submodels that govern the dynamics of

affairs and sexua intercourse within affairs. Comparing the results from those simulations
will help to understand the underlying features of the process and highlight the features of
the system that are most critica and thus most worth investigating. This may help in
prioritizing the investigation into the different aspects of sexual behavior that must be

undertaken.



The current version of the simulator assumes that people will form affairs based on the
relative ages and sexua activity potential values of the men and women. The close a
possible coupl€ s age difference isto the preferred age difference (7.5 years), and the closer
their sexual activity values are to each other, the more likely they are to form an affair.
This means that men and women whose age difference is near optimum and who both have
similar sexua activity potentia values are most likely to form affairs. All affairs are
subject to a constant hazard of dissolution that gives acohort of affairs a half life of about

1.45 months.
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M ODULE INTERACTIONS & ASSOCIATIONS
IMPLICIT INTERACTIONS
The simulator models all of the important demographic processes of a complete, closed
population. Because it is a probabilistic state-transition machine, each transition depends
on the state of the individual at-risk unit, and the total number of transitions from one state

to another depend on both the states of the at-risk units and how many of them there are

(the base population at risk). Demographic effects are able to affect the future composition
of the population and how quickly it will change by feeding back through those two
channels — namely a global influence over the size of the at-risk population and what
distribution of states it occupies at any given point in time. It is the necessity to capture
these kinds of interactions that provides the motivation for building a model of this typein
the first place. These effects are not modeled explicitly but result from the combined

functioning of the explicitly modeled processes.

One of the most important implicit interactions is between the transmission of HIV and
fertility. Each act of sexua intercourse exposes a couple to the risk of conception and the
risk of transmitting HIV if they are a discordant couple, and it seems natural that an explicit
modeling of sexual intercourse is the easiest and best way to insure that fertility and the
transmission of sexually transmitted diseases are properly linked. That is exactly what the
model does with the result that the levels of fertility and transmission of HIV in the
population are naturally in harmony because they are both mediated through the intercourse

modd.
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EXPLICIT INTERACTIONS

Explicit interactions between processes are those that are identified and provided with a

defined form, and all of the explicit interactions implemented in the simulator have to do

with the state of being HIV positive.

HIV

In the current version of the smulator, being HIV positive affects:

the probability that a conception will lead to a miscarriage,

the fecundity of an infected female,

the daily hazard of intercourse between a male and female one or both of whom are
infected,

the probability of transmitting the HIV from an infected to an uninfected person
through sexual intercourse,

the probability of transmitting the HIV to a child if the mother is infected,

the probability that a possible couple with one or both possible partners infected
will form a marital union,

the probability that a marital union will dissolve if one or both of the partner is(are)
infected, and

the probability that an infected individua dies.

Being HIV positive should at the least also affect :

the probability that an infected individual will engage in an extramarital affair,

the probability that two eligible (willing) people will form an extramarital affair if
one or both are infected, and

the probability that an extramarital affair will end if one or both of the participants
is(are) infected.

NUPTIALITY

It is assumed that an HIV-positive individual will experience a reduced likelihood of

forming a marital union, and that the magnitude of the reduction is related to the degree to
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which the individua is affected by the disease. The vird load parameter disease
progression parameter discussed above is the overdl indicator of how sick an infected
individua is a any time after they have been infected. Consequently, the vira load
parameter mediates the degree to which the hazard of union formation is reduced when one
or both of the possible partners are HIV-positive. The maximum affect of being HIV-
positive is governed by a parameter that specifies by what maximum amount the hazard of
union formation may be reduced by an infected partner. Equation 33 describes the

influence of HIV on the hazard of formation of a marital union.

Hy = H,AL- RV M- R v )

Equation 33: Effect of HIV on Hazard of Marital Union Formation

Where H; is the hazard of marital union that is applied to at-risk possible couples, Hy, is the
base hazard of marital union formation that prevails when neither partner is HIV-positive,
R is the maximum amount of the base hazard that can be subtracted by an HIV-positive
individual, and Vy,, and V; are the values of the viral load disease progression parameters for
the male and female respectively. Remember that the disease progression parameter takes
values between zero and one corresponding to the degree to which an infected individual is

both infective and ill.

As Equation 33 makes clear, if an individua is HIV negative with a vira load disease
progression parameter value of zero, they exert no influence on the base hazard. As they

become sicker and their vira load disease progression parameter increases, they subtract
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progressively more from the base hazard up to the maximum specified by R". When both

possible partners are infected, the affect that they exert is multiplicative with a maximum

reduction of (1- RN)Z.

The hazard of marital union dissolution is also affected if one or both of the partnersin a
union are HIV-positive. In this case, the hazard of union dissolution is increased by one or
both of the partners being HIV-positive, and as with the hazard of union formation the
effect is mediated by the vira load disease progression parameter. This insures that the
strength of the effect is approximately keyed to the state of each individua’s infection, but
more importantly that the strength of the effect has the correct dependence on the duration

since infection.

s =5+ E20R Y, 4,

Equation 34: Effect of HIV on the Hazard of Marital Union Dissolution

Where S is the hazard of marital union separation that is applied to at-risk couples, S isthe
base hazard of marital union separation that would prevail when neither partner is HIV-
positive, R® is the maximum fraction of half of the hazard of not separating that can be
added to the hazard of marital union separation by an infected partner, Vy, is the vird load
disease progression parameter value for the male, and V; is the viral load disease

progression parameter vaue for the female.
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According to Equation 34, if neither partner is infected the hazard remains unchanged; if
one is infected, a fraction of half of the hazard that the union will not dissolve (1- S,) is
added that is proportiona to the disease state of the infected individual; and if both are

infected, they both contribute an addition up to amaximum of (1- S )*RS.

AFFAIRS

As dluded to above, the fact that an individual is HIV-positive should affect the likelihood
that they will become dligible for, initiate, and terminate an extramaritd affair. At thistime
the smulator does not model these affects because | have not had sufficient time to identify
(or imagine) what those affects might be. The logica implementation of the effects is

straightforward, and they will be included in future versions of the smulator.

MORTALITY & MORBIDITY

One of the primary outcomes of being HIV-positive is an early death. The simulator takes
this into account by adding a fraction of the hazard of surviving to the hazard of dying
based on the disease state of an infected individual. Like all of the HIV effects, the effect
on mortality operates through the viral load disease progression parameter so that the effect
is duration-dependent and keyed to the progression of the disease within an individual.

Equation 35 describes how HIV affects the hazard of death.

M, =M, +(1- M, ) R" ¥V

Equation 35: Effect of HIV onthe Hazard of Death
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Where M,; is the hazard of death that is applied to at-risk individuals, My, is the base hazard
of death that would prevails when the individua is not infected, R is the maximum
fraction of the hazard of surviving that can be added by the fact that the individua is
infected, and V is the viral load disease progressio n parameter indicating at what stage in

the disease the individual is.

If aperson is not infected there is no affect of HIV since V is equa to zero. The maximum
affect is exerted when V is equal to 1, when an infected person is at the teight of the

disease and experiencing full blown AIDS, and in that case the hazard of death is increased

by adding amaximum of (1- M,)xR".

FERTILITY

The overall reproductive potential of the population is affected by HIV in a number of
ways. Infected men and women presumably face a diminished likelihood of forming
marital and extramarital unions, to a degree that is proportional to how sick they are. This
results in women experiencing a lower exposure to intercourse and hence a lower
fecundability. Moreover, an infected woman’s body is also affected, and there is some
evidence that infected women are less fecund. Together with reduced exposure to

intercourse, this definitely reduces fecundability.

After conception, there is substantial increase in the incidence of miscarriages in women
who are infected resulting in fewer births. However, since a miscarriage quickly places a

woman back at risk of conception, the affect on fertility is not as great as it may seem.
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Finaly although it does not affect the number of births, it is true that infected mothers have
a substantia likelihood of infecting their offspring at birth and through breastfeeding
thereafter. The fact that a large fraction of infants born to infected mothers end up dying

shortly after birth significantly reduces the net fertility of infected women.

UNION FORMATION & DISSOLUTION

As discussed above, HIV-mediated reduction in the hazard of union formation and increase
in the hazard of union dissolution has the net effect of reducing women's exposure to
intercourse and hence their fecundability. The specific form of the relationship between an
individual’s HIV status and those two hazards is specified directly above in the section

dealing with the effect of HIV on Nuptidity.

INTERCOURSE

An individual infected with HIV islesslikely to engage in sexua intercourse. The form of
this effect is captured in Equation 37 which is analogous to Equation 33 because it dedls

with a couple-specific phenomena— one that requires two individuals to occur.
| =1,41- R, {1 R' v )

Equation 36: Effect of HIV on Hazard of Intercourse

Where |; is the daily hazard of intercourse experienced by couples, 1y, is the base hazard of
intercourse that prevails when neither partner is HIV-positive (different for married and

non-married couples as described above), R is the maximum amount of the base hazard
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that can be subtracted by an HIV-positive individual, and Vy, and V; are the values of the

viral load disease progression parameters for the male and female respectively.

Aswith Equation 33, the minimum effect when neither partner is infected is for the applied
hazard to equal the base hazard (no effect), and the maximum effect when both partners are

infected and at a terminad stage in the disease is for the base hazard to be reduced by

L-rRJ.

FECUNDITY

The biologica fecundity of women infected with HIV is reduced. The modd accomplishes

this by applying Equation 37.

F =F,%{l- RF W)

Equation 37: Effect of HIV on Fecundity

Where F; is the fecundity (monthly hazard of conception) that is applied, Fp is the base
fecundity that is experienced when the woman is not infected, R is the maximum fraction
that can be subtracted from the base fecundity when an infected woman is at the termina
stages of the disease, and V is the vira load disease progression vaue of an infected

women.
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Uninfected women experience the base hazard of conception while an infected woman with

terminal AIDS has her fecundity reduced by afactor of (L- RF).

FETAL WASTAGE
The proportion of conceptions that end in miscarriage is greater for women who are

infected with HIV. The simulator models this using

K =K, +(1- K, )RV

Equation 38: Effect of HIV on Fetal Wastage

Where K; is the ratio of conceptions that lead to a miscarriage to the number of conceptions
that will lead to a birth that prevails, Ky is the base ratio that is experienced when the
woman is not infected, R¢ is the maximum fraction of the base ratio than can be added to

the base ratio when a woman is infected and at the terminal stage of the disease, and V is

the woman'’s vira load disease progression value.

Again, the minimum effect when a woman is not infected is to leave the base ratio

unchanged, the maximum effect when a woman is at the termina stages with AIDS is for

the base ratio to be increased by adding amaximum of (1- K, )R

VERTICAL TRANSMISSION

The probability that an infected mother will transmit the HIV to her newborn infant is

composed of two variable components. The basic vertical transmission rate is the
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underlying probability shared by all infected mothers no matter at what stage of the disease
they are. The variable component is added to that and depends on the stage of the disease
at which the mother is when she gives birth. The variable component is keyed to the
mother’s vira load disease progression parameter so that it takes into account the duration
dependent aspect of a mother’s infectivity. This relationship is modeled with the no

familiar form of an additive effect, Equation 39

T=T,+(1- T,)R™ ¥V

Equation 39: Perinatal Vertical Transmission Probability

Where T; is the probability of transmitting the HIV from an infected mother to her newborn
infant at the time of birth, Ty, isthe base vertical transmission probability experienced by all
infected mother's and their infants, R is the maximum of fraction of the probability of not
transmitting the HIV that can be added to the base probability by a mother who is in the

terminal stage of AIDS, and V is the mother’s viral load disease progression value.

The probability that an uninfected mother transmits the HIV to her newborn is zero. For

mothers who are infected, the probability rangesfrom T,to T, +(1- T, )R" .
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PARAMETER VALUESUSED FOR HIV INTERACTIONS
The values for the various “R” parameters used to mediate the HIV effects in the ssmulator

are displayed in Table 61.

TABLE 61: HIV INFLUENCE
PARAMETER VALUES

“R” Parameter Vaue
RN 0.80
R® 0.45
R 0.90
R 0.80
R 0.10
RX 0.90
RT 1.00
Th 0.20
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SIMULATION OUTPUT
Three types of smulations are run to test the simulator. First, a stable population must be
generated so that any changes observed when HIV is introduced are due to the impact of
HIV and not some naturally occurring change in an unstable population. The resulting
stable population is then infected with HIV or infected with HIV and a simulated treatment
program and alowed to run into the future. The three simulated populations are then
compared at various points in time to ascertain to what degree infection with HIV and
infection with HIV and a treatment program cause the populations to be “different” on a

number of measures including:

overdl size,
growth rates,
sex composition,
age structure,

HIV prevaence,
HIV incidence,

raw numbers of HIV cases living in the population,

mortality rates,
fertility rates.

One of the aims of creating a stochastic individual- level smulator is to be able to repeat
each smulation many times in order to estimate the variance in the group of smulated
populations. Unfortunately, that is not possible within the time frame necessary to
complete this work given the computational capacity at my disposal. Consequently, one
must view what is presented here as a proof of concept that clearly demonstrates that the

simulator works and has the potentia to be useful, NOT as a polished product ready for
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immediate use. This limitation in capacity was recognized early in the process of creating
this model and was addressed in parallel to the completion of this phase of the work. A
powerful computer has been acquired to move this work forward in a substantively useful

way.

So, what is presented below must be viewed as a test of the smulator machinery, not asa
redlistic analysis of the impact of HIV on a population. The results presented are the very
first to have been produced by the simulator, and because the prototype version of the
simulator runs on a PC and takes many hours to generate the 25 years of simulation for
each scenario, repeats, refinements and multiple trials have not been possible. Taken as a
whole, the results of these initia runs are very encouraging as the clearly demonstrate that
the ssimulator works and even the unrefined parameter set is able to generate a population
with largely believable demographic indices. They also indicate clearly that the HIV
module needs refinement, and more specifically, the manner in which HIV epidemics are

initiated needs to be investigated in some detail.

Take as a whole, the initia results validate the conceptual and technical design of the
simulator and clearly justify the additional work and resources necessary to transform the

prototype into a fully functioning simulator with realistic parameter settings.

CALIBRATION —STABLE POPULATION
An initid seed population of 200 males “born” in month one and 200 females “born” in

month 60 (so that they would be five years younger than the males) is created. This seed
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population is evolved into a stable population by smulating 1,500 months starting in month
300 and running to month 1,800. All of these values are chosen for convenience in order to

make the population begin reproducing quickly.

STABLE POPULATION SIZE, GROWTH AND COMPOSITION

Figure 110 through Figure 113 demondtrate that the resulting population is very stable and
growing at an average proportional rate of 4.97 percent during these five periods, seeTable
62 below. The population counts are taken at the mid point of the five-year periods

beginning in months 1,500; 1,560; 1,620; 1,680 and 1,740.

TABLE 62: STABLE POPULATION PROPORTIONAL GROWTH RATES

Period Female Male Both

1® 2 5.02% 5.10% 5.06%

2® 3 4.96% 5.25% 5.10%

3® 4 5.04% 4.88% 4.96%

4® 5 4.76% 4.95% 4.86%
Weighted Average 4.92% 5.02% 4.97%

These growth rates exceed those of the Gwembe population from which the parameters are
derived and are very high for a rea population; however, they are within the realm of
reason and suffice for the purposes of testing the smulator. Some investigation into the

discrepancy will be carried out with an aim to improving future versions of the smulator.
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Total Stable Population by Age by Period
Male: No AIDS

Total Male Population

Figure 110: Total Stable Population by Age by Period — Male, No AIDS

Stable Population Age Structure by Period
Male: No AIDS

Percent Total Male Population

Figure 111: Stable Population Age Structure by Period — Male, No AIDS
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Total Stable Population by Age by Period
Female: No AIDS

Total Female Population

Figure 112: Total Stable Population by Age by Period— Female, No AIDS

Stable Population Age Structure by Period
Female: No AIDS

Percent Total Female Populatio

Figure 113: Stable Population Age Structure by Period — Male, No AIDS
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Stable Population Age-Specific Sex Ratio
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Figure 114: Stable Population Age-Specific Sex Ratio

Figure 114 displays the age-specific sex ratio for the stable population. The pronounced
stochasticity at older ages results from small numbers. the fact that the cohorts aging
through those ages were much smaller to begin with and by the time they reach those ages

their numbers are substantially reduced anyway.

STABLE POPULATION MORTALITY RATES
Figure 115 and Figure 116 display the mae and female age-specific mortality rates
describing the stable smulated population during the five periods common to al of the

simulations presented here: months 1,500 ® 1,559; 1,560 ® 1,619; 1,620® 1,679; 1,680

® 1,739;and 1,740® 1,799.
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Male Age-Period-Specific Mortality Rates

Age-SpecificMortality Rati

Figure 115: Male Age-Period-Specific Mortal ity Rates

Female Age-Period-Specific Mortality Rates

Age-SpecificMortality Rati

Figure 116: Female Age-Period-Specific Mortality Rates
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In both cases the mortality rates appear reasonable and stable as time progresses. The
marked stochasticity at older ages is due to the fact that there are increasingly fewer people
alive at those ages at risk of dying, so that the law of large numbers prevails less and less as
age increases and thereby the precision with which mortality is measured at those ages is
progressively diminished — just as it with a “real” population. Confirming the redlistic
nature of the mortality rates are the expectations of life displayed in Table 63 which closely
match the vaues of life expectancy calculated from the mortality rates used as parameters
for the simulator — see Table 46.

TABLE 63: STABLE POPULATION PERIOD
EXPECTATION OF LIFE AT BIRTH

Period Male Female
1 42.¢ 511
2 49.7 54.5
3 46.2 55.8
4 46.4 52.8
5 455 519
Weighted Average 46.2 53.2

STABLE POPULATION FERTILITY RATES

The stable population female age-specific fertility rates presented in Figure 117 are stable
as time progresses, generally stochastic, and appear to have the typical age profile.
However, they are noticeably higher than the age-specific fertility observed in the
Gwembe, and they are especially high at relatively older ages. Moreover, the total fertility

rates (TFR) presented in Table 64 confirm that there is too much fertility in the simulated
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population. This fact explains the higher-thandesired growth rates prevailing in the

simulated population.

Female Age-Period-Specific Fertility Rates

Age-Specific Fer

Figure 117: Stable Population Female Age-Specific Fertility Rates

TABLE 64: STABLE POPULATION FEMALE
AGE-PERIOD-SPECIFIC FERTILITY RATES

Period
Age 1 2 3 4 5
10-14 0.176564 0.173632 0.185683 0.183855 0.184159
15-19 0.239297 0.246098 0.234338 0.236363 0.243158
20-24 0.319978 0.304974 0.300310 0.288433 0.307848
25-29 0.348385 0.349059 0.345336 0.334039 0.335044
30-34 0.361671 0.326582 0.334248 0.340686 0.337659
35-39 0.315687 0.307797 0.331415 0.306843 0.311706
40-44 0.265369 0.222446 0.217383 0.235247 0.226549
45-49 0.076967 0.093023 0.073620 0.078650 0.069888
50-54 0.019048 0.007187 0.003863 0.003034 0.003506
TFR (1054) 10.6 10.2 101 10.0 10.1
TFR (1549) 9.6 9.2 9.2 91 9.2
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The fertility module does not currently model the decline in fecundability experienced by
women as they age through their reproductive years, and it is likely due to this limitation
that fertility is too high at older ages. Consequently, fecundity age-dependence will be

added to the next version of the smulator.

HIV SIMULATIONS

Due to the long period of time necessary to complete an individual simulation on a PC, the
HIV smulations presented here are the very first HIV simulations to be produced by this
simulator. Assuch they are initial results that are on the forefront of this smulating effort.
| want to remind the reader that these results do not necessarily reflect “realistic” situations
as yet, and that they also contain some odd behavior that results from the specific choice of
initial conditions and from the author's general lack of detailed experience with the

working simulator. Again, | remind the reader to view these results as conclusive proof of

concept rather than useful substantive exercises.

All of the HIV simulations start from using a stable population in month 1,500. Twenty
percent of the initia population between ages fifteen and 49 is randomly infected, and
thereafter each individual between ages fifteen and 49 is subject to a monthly hazard of
infection from outside the smulated population of 0.0003 per month, discussed above
under Random Infection The untreated and treated AIDS simulations utilize a viral load

indicator profilesdisplayed in Figure 118, as discussed above under Transmission
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The untreated vira load indicator for adults runs for 150 months corresponding to an
average time from infection to death of about ten years. For children this period is 24
months. The viral load indicator for treated adults runs for 300 months allowing a treated
adult to live about twice as long; and additionaly, the treated adult vira load indicator is of
negligible value for the duration of the infection permitting a treated adult to be very
uninfective during the bulk of their illness. The vird load indicator for treated children runs

for 50 months aso alowing them to live substantially longer, but not nearly as long as an

infected adult.

Untreated and Treated Relative Viral Load
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Figure 118: Untreated and Treated Relative Viral Load for AIDS Simulations

Several things were learned during the process of conducting these initiad smulations. All

of the first attempts to initiate and maintain an HIV epidemic just using random “external”
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infections failed, resulting in the very unrealistic starting condition of 20 percent infected

adults. Thiswas very surprisng and must be investigated much more rigoroudly.

It is possible that an AIDS epidemic is very dow in the making and must reach some
threshold before the pace of spread become significant. It is aso possible that special sub-
networks of sexual contacts are necessary to allow awidespread HIV epidemic to develop,
and that this ssimulator does not yet modd those sub-networks. Those might include
contact hubs such as commercial sex workers or a small number of very, very sexualy
active people who are able to spread the virus among otherwise well- separated cells within
the population. Rather than viewing this as a defect in the current model, | think it dearly
reveals that the creation of a rapidly growing, widely spread HIV epidemic relies on
something other than normal, fertility-correlated levels of sexual contact between spouses
and lovers, even with relatively high turnover of both. Rather, another element is necessary
in the sexual networking, or the empirically observed transmission probabilities are far, far

too low.

Adopting the initial conditions described does spark and maintain an epidemic, but it also
produces undesirable and unrealistic trarsient effects including a massive short-term die- off
of theinitialy infected adult population who are all simultaneoudly at the beginning of their
infection period. Recently infected individuals should not die in such high numbers,
indicating that the dhape of the viral load indicator parameter needs to be atered to reduce
the probability of death due to HIV infection immediately after infection ... or the HIV

module needs to be modified in such away as to more regdlistically mode the progression
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of an individua from infection to AIDS. Both are likely necessary, and | have aready
begun work on an improved module to govern the natura history of HIV infection within
an individual, and specificaly to allow for two different indicators of an infection’s status;
one relating to the infected individual’s health (a CD4 count indicator), and one relating to
an infected individual’ s viral load and infectivity (avira load count). These two indicators
are related to each other in arelatively complex way as an infection progresses, both are
substantialy affected by treatment, and both also interact with other opportunistic

infections to create the full repertoire of infections that constitute AIDS.

POPULATION GROWTH
Figure 119 displays the annual proportiona growth rates for the simulated populations
infected with HIVV compared to a smulated population not infected with HIV. Growth for

the untreated population is initially much lower reflecting the initid die-off discussed

above. However, it recovers quickly and appears to be still rising at the end of the 25 years
of smulation. On the other hand, growth of the infected/treated population is similar to the
uninfected population until the last period when it starts to decline. This appears to be the
result of a delayed impact of the initial infection; the majority of those infected live for

nearly twenty years following infection.
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Total Population Annual Proportional Growth Rate
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Figure 119: Total Population Annual Proportional Growth Rate for AIDS Simulations

MORTALITY

Figure 120 and Figure 121 display the period-averaged age-specific mortaity rates for the
populations infected with HIV. Very reasonable increases in mortality during the adult
years between twenty and 50 are observed for the untreated population, while increases in
the treated population are advanced in age and restricted to ages 35 to 50. There are no
substantial differences observed between the mae and female paterns for these relatively
short durations of simulation; however, noticeable differences are observed in prevalence
and incidence patterns (below) which probably require several more decades of ssimulation

to have afull impact.
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Male Age-Specific Mortality Rates
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Figure 120: Male Age-Specific Mortality Ratesfor AIDS Simulations

Female Age-Specific Mortality Rates
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Figure 121: Female Age-Specific Mortality Ratesfor AIDS Simulations
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FERTILITY

The impact of infection and treatment on fertility is evident in Figure 122. Infectionwith
HIV reduces fertility at all ages substantially whereas treatment almost entirely negates this
effect. This results from the fact that the vira load is suppressed for the bulk of the

infected period for women who are infected and treated.

The level of fertility reduction appears to be about right given the empirically observed
reduction of about twenty percent for HIV infected women. However, this is an aspect of
the simulator which requires further tuning to bring the results into strict alignment with

empirical observations.

Female Age-Specific Fertility Rates
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Figure 122: Female Period Tota Fertility Rate for AIDS Simulations
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AIDS

The following sections outline the levels of HIV-specific indices for the infected and
treated populations. These are a first pass anaysis of these smulations and do not
constitute the sum total of al indices that can be calculated or the relationships between

indices such as incidence and prevalence that it is possible to calculate.

INCIDENCE
Male Age-Specific HIV Incidence
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Figure 123: Male Age-Specific HIV Incidence Rate
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Female Age-SpecificHIV Incidence
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Figure 124: Female Age-Specific HIV Incidence Rate

It isclear that the HIV incidence is occurring at the correct ages; namely zero and the adult
ages between fifteen and 50 for the most part. It is aso clear that treatment significartly
reduces incidence but does not bring it even close to zero. There is aso a interesting but
subtle difference in the age pattern of incidence for men and women with the male age
profile being dightly more weighted toward older ages than the female profile. This makes
sense given the fact that there is a substantial age difference between spouses and lovers.
The low level of incidence observed at relatively older ages must result from the age-

mixing inherent in the formation of affairs.

The most interesting finding is the fact that treatment actually increases the level of vertical
transmission. It will have to be verified that thisis not a “bug” in the smulator, and once

that is confirmed, | can make statements regarding this finding.
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PREVALENCE

Figure 125 and Figure 126 display the prevaence of HIV in the untreated and treated
simulated populations. The prevaence is clearly greatest during the adult years reaching
very redistic levels; levels that are actually low compared to the levels of twenty, 30 and
even 40 percent observed in some populations in Southern Africa today. The sex
differentials are again subtle but there; the male pattern is weighted dightly more toward
older ages than the female pattern. The effect of treatment appears to have a dightly
stronger sex bias with treatment substantially reducing prevalence, but more so for older

females.
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Figure 125: Male Age-SpecificHIV Prevalence Rate
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Female Age-Specific HIV Prevalence
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Figure 126: Female Age-Specific HIV Prevalence Rate
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Figure 127: Male Age-Specific Number of New HIV Cases
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Female Age-Specific Number of New HIV Cases
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Figure 128: Female Age-Specific Number of New HIV Cases

The average raw number of new HIV cases by age for each fiveyear period of simulation
isdisplayed in Figure 127 and Figure 128. Those figures most clearly demonstrate the sex
bias in the pattern of infection with the mae distribution being shorter and broader
extending more into older ages than the female distribution. In comparison, the femae

distribution peaks very early on and with substantially higher numbers.

In both cases treatment has a substantial impact in reducing the number of new cases
during the adult ages, but anomalously (as mentioned above) increases the number of new
cases due to vertical transmission. Again, it must first be determined whether or not there

is a reversed sign somewhere in the modd giving rise to this finding before it can be

interpreted.
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SUMMARY OF SIMULATION OUTPUT
The initia output from the smulator confirm that al of the demographic modules work
well and require very little adjustment or augmentation to correctly and reliably model the

complete demography of both monogamous and polygynous populations.

The resaults from the AIDS simulations are also positive but point to the fact that more
needs to be done to understand and model individual sexual behavior and the natural
history of the HIV within a single individual. Both of those avenues of investigation and

development are ongoing as of this writing.

Perhaps most importantly, the successful running of the simulator confirmed that the
underlying technology and methods used are appropriate and produce acceptable levels of
performance, even on a comparatively underpowered personal computer. Even more
encouraging, being able to successfully run the simulator and produce results confirms that
the structure of the simulator does offer the degree of flexibility and rich array of outputs

that were envisioned from the outset.

In the final analysis, this endeavor is viewed as a completely successful proof of concept
that fully justifies the additional time and funds that are required to move it from this stage

to being a useful, generalized tool for population and health research.
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Part 4

THE STRUCTURED POPULATION EVENT
HISTORY REGISTER —S.P.E.H.R.

SPEHR CONCEPT
The Structured Population Event History Register (SPEHR) is a genera relational data
model designed to capture, store, verify, manipulate, extract and partialy anayze
longitudinal data describing a dynamic collection of entities that are related to each other in
complex ways through their joint experience of salient events. Although the design is
generd, it was conceived specifically to manage the kind of data collected and manipulated

by along-lived, dynamic Demographic Surveillance System (DSS).

SPEHR isunique in two regards. First, it stores a complete description of the primary data
stored in the database and the logic used by the database to manipulate those primary data;
those data that describe other data are referred to as “meta data’. Second, it uses the meta
data to provide the meaning (or definition) associated with the primary data and the various
connections between the primary data, thereby making the meta data an integral and
indispensable part of the database. The meta data are themselves stored in the database as

records in special meta data tables.

There are a number of useful consequences, the most important of which is that new

meaning can be added to the database by smply adding new row s to the meta tables. In
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this fashion new entities and their behavior can be described in the database without
creating, deleting or amending the structure of any of the tables in the database. This
allows the structure of the database to remain constant through time as new entities are
added, perpetualy maintains the descriptions (and meaning) of existing entities, and
effectively isolates the users from both the physical and logical implementation of the
database system. All that a user has to understand in order to maintain a SPEHR-based

database is the logic through which meta data are interpreted by the database.

Another useful consequence is that because the meta data are necessary for the operation of
the database, the meta data are always available to describe the data in the database, and it
is impossible to separate and consequently lose the description of the primary data. This
property of the moddl is critical to analysts who are usually not familiar with the day-to-day
operation of the database but must have precise definitions of the data in order to conduct

meaningful anayss.

Finally, the meta data provide a means through which the database can understand itself.
This allows the development of general, automated processes to insure the integrity of the
primary data stored in the database. Having access to the meta data allows the maintenance
of relationship integrity in addition to standard relational and tempora integrity. By
“relationship integrity”, | refer to the validity of the stored representation of external

relationships between modeled entities.
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| have designed and successfully demonstrated the core SPEHR data model using a simple
fictional model population.  All of the primary design goals have been successfully
realized and tested in that demonstration. In addition to the core model | envision three
more core components. The first to model primary data constraints, the second to model
questionnaire (data capture) instruments, and the third to model database audits. Although
these data models are still in the conceptual phase of development they are envisioned to
incorporate the same meta data-centric design introduced in SPEHR, with the synergistic
consequence that they can share meta data with the core SPEHR mode and thereby

increase the flexibility and utility of all components.

Continued development and testing of the SPEHR concept has the potentia to be of great
use. SPEHR is expressy designed to be general and thereby flexible enough to manage a
wide array of different, even unique, longitudinal data sets. A successful test and
subsequent full implementation of SPEHR (in the initial planning stages at the Agincourt
DSS dite in South Africa at the time of this writing) will produce a robust functioning
software system that will have all of the capability necessary to manage data from ary
existing or new DSS site. In order to convert to the SPEHR-based system, a DSS site
would have to go through a chalenging conversion process, but after that was complete
they would be able to avail themselves of al of the benefits of SPEHR. Moreover, agroup
of SPEHR-based systems would be able to easily share and compare data, descriptions of
data, and data collection instruments amongst themselves in a technologically transparent

fashion. Thisability to share data without regard to the technicalities of the data system in
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which it is stored would greatly lower the barriers to collaboration between sites, including

their ability to design comparable, compatible new multi-site studies.
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DESIGN OBJECTIVES
SPEHR is a conceptual (logical) model of datathat can manage continuoudly collected data

describing the history of a human population. Data of this nature:

aretime-related or longitudinal,

encode arbitrarily complex connections between individua members of the
population and aggregates of individual members,

must meet evolving substantive requirements, and

must in paralld fulfill substantial operationa requirements of the programs that
collect them.

The overall objective of SPEHR is to provide a flexible, genera standard conceptual and
logical framework for capturing, validating, organizing, storing, manipulating and
retrieving longitudinal population data. The ultimate desired result is to facilitate the

sharing and comparing of data describing different populations through time.

STANDARDSAND COMPARABILITY

Successful comparison of data requires. 1) that the data have comparable meaning, or
whose definitions are well enough understood to make comparison possible, and 2) that the
data are stored and organized in ways that alow comparisons to be made. The first
requirement is a substantive one and must be primarily addressed as such; however, the
data storage logic can be helpful by tightly coupling primary data to its definition thereby
making the formulation of a comparison feasible and as precise as possible. Not being able
to meet the second requirement is surprisingly one of the most serious barriers prohibiting

primary analysis of longitudina population data, in addition to making comparisons very
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difficult. Because longitudinal data are usually stored in complex relational databases,
extracting them in a format that is amenable to analysis requires expert database skills not
possessed by most analysts. Consequently, many of the data remain locked in their
individual tables, never linked up, extracted, or analyzed — much less compared to other

such data describing another population.

Improvements in the logic of data storage can be of great help regarding the second
requirement. The logical design of the database can be standardized so that access to and
manipulation of the data is performed using a unified logic that can to a large extent be

automated.

SPEHR is the first step in the design of a database system of this sort. The SPEHR data
model provides a standard conceptua and logica framework for storing and manipulating

arbitrary longitudina population data.

FLEXIBILITY AND EXTENSIBILITY

Flexibility refers to the ability of the data model to manage data that reflect a wide range of
redities. In broad terms, a longitudinal data model needs to be flexible along two

dimensions; time and structure.

On the time dimension, the data model needs to be able to gracefully manage data collected
by various study designs including cross sections, panels, cohorts and continuous

surveillance.
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On the gtructure dimension, the data model must be able to represent and manipulate an
amost unlimited variety of potentia connections between modeled entities, and to be able
to model any degree of connectedness from very little to extensive. For example, the data
model must be able to handle an unpredictable degree of relatedness brought about through
male and female relationships that may take the form of el opements, non-marital conjugal
unions, marital conjuga unions, short term affairs, long term affairs, intermittent affairs,
repeated marital unions etc. Some studies may not care about al those or may consider
them to be the same for their purposes. The data model must have the ability to model
them al or to consider them the same or to collapse them in some manner. Where DSS
systems are concerned, the model must at least be able to model al of the individua-based
relationships between people in addition to be able to relate aggregates of people to each
other and individuals; for example, a household to its members and the village to which it

belongs —in addition to the place where it exigts.

Extengbility refers to the model’s ability to gracefully evolve and grow with the changing
substantive requirements of the enterprise it is serving. Most importantly, the data model
must be able to easily expand to model additional entities, relationships and constraints as
new studies join the enterprise. Idedly, this expansion should be easy, transparent, not
require logical modifications to the existing data model, and not disturb the ability of the
model to continue nodeling the existing entities, relationships and constraints. This last

point is important in that it insures that the database is dways able to retrieve vaid
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information describing the past, even if some aspects of reality were recorded then, but are

not recorded now — in other words, the system never forgets.

SPEHR incorporates a great deal of flexibility and extensibility by providing a data model
logic instead of a data model per se. The logic is used to interpret meta data that describe
the modeled reality, and those meta data and thus the modeled reality can be augmented at

any time.

SELF-DOCUMENTATION

Data documentation is very important but very boring, and hence is usualy not done very
well, or sometimes not at al. Thisresultsin the existence of data with no meaning. | have
personally experienced this with census information recorded in ASCII data sets on
magnetic tape. All of the values for each record are there stored in a long string of ASCII
characters, but there is no dictionary to inform us of the length of each field or the
definitions of the codes stored within each field; the result is completely meaningless

garbage!

Self-documenting refers to the ability of a data management system to store all of the
definitions of the primary data with the primary datain the database. A stronger version of

thisisto require the definitionsin order for the database to operate.

SPEHR is sdf-documenting in the strong sense that it contains a full set of meta data
describing the primary data in the database and the relationships between them, and those

data are an integral and indispensable component of the database.
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The meta data at |east:

provide a full description of the primary data that are stored in the database,
provide a full description of the logic that is used to organize and manage the stored
data,
allow the system to automatically:
0 understand what is stored and how it is organized,
o enforce congtraint logic,
0 automate the manipulation and retrieval of primary data,
0 add new data structures,
provide system users with full up-to-date data definitions at al times.

LOW MAINTENANCE

Any practical system must be as low maintenance as possible. Low maintenance comesin
several forms for databases. The first is to minimize the amount of day-to-day tinkering

that goes on to insure that a database runs properly and is useful, and the second is a

reduction in the skill level required to access and successfully retrieve information from the

database.

SPEHR aims to keep both as low as possible. Because the SPEHR data model does not
require logica redesign of the database each time additions to the system are required,
because the data organization logic is standardized, and because the meta data are always
available, nontechnical users should be fully empowered to access and manipulate data in
a SPEHR-based database once they have learned the logic of SPEHR — with no other

specia skills required.

All of the day-to-day maintenance tasks can be automated, including:
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adding, editing, or deleting data,
adding, or editing data structures,
verifying data integrity,

extracting operationa reports, and
extracting analysis data extracts.

Within the SPEHR data model, there is no need to ever add or delete tables from the
database or add or delete relationships from the database. At most, new queries may need

to be defined from time to time on SPEHR’ s base tables.

SECURITY

The primary security concern in most DSS databases is the requirement to guarantee the
privacy of the respondents. This requires at least:

controlling access to individua datum,

controlling access to connections between individua datum,

potentially preventing access to the data through subpoena, and

providing a mechanism for the timely irreversible destruction of the data should

they be in danger of being used to facilitate massive crimes against the respondents.
The last three points are not usualy considered necessary, but | argue that they are

potentialy important, especially in the context of a longitudinal project that continuously

collects high resolution, high quality data from a defined population.

Just the connections between modeled entities can be used to identify individua items
based on the unique network of connections that exist for most modeled entities. For
example, without knowing a person’s identity, it is likely that they can be identified by

drawing connections between them and their family members, the places they have lived
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and a few other pieces of otherwise “anonymous’ information. 9, it is important to
control access to anonymous relationships that are stored in the database as well as

protecting the entities themselves.

Long term projects that develop a high degree of trust with their study community may
begin to record information that is of use to the criminal justice system as they investigate
and prosecute criminal activity. It may also be that part of the study isto specifically study
behavior that may be of a criminal nature, such as drug use. In these cases, protecting the
privacy of the respondents means protecting their information from the authorities in a
legal fashion. This can be easily accomplished by distributing the database over severa
legal jurisdictions so that the data stored in each jurisdiction is incomplete and not able to
produce a vaid view of any one individud. In so far as jurisdictions (like different
countries) do not cooperate with the investigation and prosecution of crimes, the
respondents are protected, and so are those responsible for the study — al information in a
given jurisdiction can be provided to the authorities while legaly withholding the
information physically stored elsewhere. This security threat is in stark contrast to the
much more troublesome situation in which the authorities themselves become the

criminals.

The Nazis used the Dutch population register during World War 11 to quickly identify and
apprehend the Jewish population in Holland, and the more recent conflict in Rwanda also
involved explicit use of the census to more quickly identify victims. Population based

information can be catastrophically misused when there is the will to do so, and in cases
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such as those mentioned above, the only way to prevent massive disaster is to quickly and
permanently render the data useless. | assert that any responsible population-based project
should have a well-developed plan to prevent their data from being used to coordinate
genocide or the targeting of specific subpopulations. The easiest way to do thisis to store
one or more key tables on a single physica medium that can be irrevocably damaged or
destroyed on short notice. Regular offshore (overseas) backup insure that the data are not

irrevocably logt.

To address these security concerns requires:

thoughtful logical partitioning of the data into easily secured units,
thoughtful physical partitioning of the datainto legally inaccessible units,
centralized control over accessto the data, a

a least one fusible relationship or table in the database.

SPEHR can accommodate all of these security concerns because it is based on a highly
normalized representation of data that requires information to be broken down into its most
basic unitary components, each of which is stored in a different table. These tables can be
distributed across physical devices and those devices across physical space in ways that
address each of the concerns described above. Access control to individua tables is

already well-supported in al enterprise-level commercia DBM Ss.

VALIDITY
Validity refers to the property of data having to do with the degree to which the data

correctly and precisaly reflect the redlity that they describe. Consequently, validity has to
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do with both the meaning of the data and the fidelity with which they are recorded and
organized. Insuring that the meaning of the data faithfully reflect redity is primarily the
responsibility of the data collection system, whereas maintaining the fidelity of stored data

is the responsibility of the database.

One of the most important principles in maintaining the fidelity of stored data is to
minimize, or optimally disallow completely, the duplication of stored facts in the database.
A fully normalized database does not duplicate anything whereas partially or not
normalized databases store identical information with identical meaning in two or more
locations in the database. Obvioudy, duplication provides the potential for the duplicate
information to become inconsistent through inconsistent storage, editing or deletion. The
fidelity with which information is stored is inversely related to the degree of duplication in
a database. SPEHR has been very carefully designed to be fully normalized with no

duplication of stored facts at all.

Another critical element to insuring the integrity of data is the specification and
enforcement of constraints Constraints act as filters preventing invalid data from being
stored, preventing invalid links from being stored, and preventing invalid tempora facts
from being stored. Constraints can be specified in many ways relating to all three of those
dimensions. Many commercid DBMSs have built-in sophisticated machinery for
providing referential integrity, but very few have sufficient support for temporal integrity,
and relationship integrity cannot be supported in a generd form by the DBMS., SPEHR

provides good referential integrity, and has been designed with the potential to provide
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good tempora and relationship integrity. The provision of these last two is the subject of

one of the additional components of SPEHR that is till in the conceptual design stage.

ANALYSIS-FRIENDLY

One of the primary limitations of most existing longitudinal population data management
systems is the fact that they are very andysis-unfriendly. By this | mean that it is
prohibitively difficult for the average analyst to extract data from the database organized
and formatted in a way that is amenable to analysis. Because relational databases are
typically complicated collections of many related tables, it is necessary to completely
understand the exact relationship between the tables and to have a firm command of SQL
or some other relational query language to actualy join the tables and extract useful

information from them. Well-developed skills of this type are not widely available and

usualy reside only in the database manager, who is aready fully occupied making the
database run. Consequently, analysts are not able to have sufficient access to the data

stored in the database.

To rectify this, the database needs to be organized around a consistent |ogic through which

any of the data can be accessed and extracted using standard (automated) tools. Given this,
the analyst has to have a firm grasp on the data model and the facility to use the standard
extraction tools, and that is all. SPEHR provides the consistent logic necessary to
implement this and begins to define the standard data manipulation and extraction tools.
The further refinement of these extraction toolsis an active area in the further development

of SPEHR. As of now, the user can view the data using common “real world” views such
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as a “person” or a “marriage’ with al of ther attendant attributes. A generalized,

automated system for defining “real world” views is under develop ment.

Additionally, an accessible database should be able to produce user defined analysis
extracts in standard formats such as: 1) fully rectangularized flat files based on an arbitrary
unit of analysis, and 2) item-(time) granule files defined over arbitrary units of analysis and
arbitrary granules of time (such as person-months or household-years). In its current
version, SPEHR is able to produce both formats easily, but not yet in a user-defined
fashion. However, that potential is built into the SPEHR data model and simply requires

some additional work to fully develop.

GENEALOGIES

The ability to model genedlogies is important to al types of scientists who might utilize
data pertaining to a whole population. Socia scientists, and anthropologists in particular,
regularly use genealogies to map families and categorize households and individuals.
Epidemiologists may need them for the study of genetic disorders, and biologists and

hedlth care workers may require them to develop treatments for genetic disorders or to

manage family-based health care programs.

One of the very few populationspecific design goals is the requirement that SPEHR be
able to completely model genealogies of any sort; generated by either monogamous or
polygynous marriage systems. In fact, because genedogies are difficult to encode and

manipulate in a genera way, SPEHR’s success in modeling genealogies would be very
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reassuring. Consequently, | am happy to observe that a SPEHR-based database can fully
model and manipulate an arbitrary genealogy, for a demonstration of this please see

www.samclark.net/SPEHR.
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SPEHR DATA MODEL
This section describes the primarily components of the SPEHR relational data model. A
relational data model specifies the structure of al of the tables and relationships between
the tables that constitute a relational database. In so doing, it may also specify most or all
of the referentia integrity that is required of the data stored in those tables. Please refer to

Appendix A and Appendix B for basic information on relational databases.

The SPEHR data model is highly abstracted, general, flexible and extensible. It is
designed to capture, validate, store, manipulate, and retrieve longitudinal data

describing any collection of itemsthat:

experience meaningful events at definable pointsin time, and
whose members are related to each other through the occurrence of
meaningful eventsthat affect morethan one member.

Integral to its functioning, SPEHR stores and maintains a complete set of meta data

describing both the primary data stored in the database and the relationships

between modeled entities.
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Thecore SPEHR data modd consists of modules and/or individua tables that mode!:

events,

item-episodes,
experiences,

atributes,

shared experiences,
multi-event processes, and
meta data.

AttributeTypes

Attribute
Datatype
Description

Eventattributes
ERID

o)
ETID

EventAttribute

Description

TtemEpisodeAttributes
IRID

R0

LISEC)
TtemEplsodeAtiribute

Sam Clark: May, 2001: Version 0

Figure 129: Structured Population Event History Register DATA MODEL

Figure 129 displays the SPEHR data model as a pseudo entity relationship diagram. It is

included here for completeness although it is not necessary for the reader to fully digest it
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because the concept behind each maor component is described below in English.

However, afew guidelines are appropriate.

The diagram is divided into modules that correspond to the mgor components of SPEHR:
itemepisodes, experiences, events, shared experiences, processes, and attributes. Within
each block, the tables that model the associated functiondity are diagramed with their
attendant connections. Each block contains at least one meta table containing the list of
“types’ that can be instanced to create the individual entities that are at the core of the
block. The connections between tables relate the unique IDs in each table to corresponding
fields in other tables, and hence represent the connections and the cardinality of the
connections between individua tables. Where a connector terminates in a sphere, the
connection is of cardinality one, whereas where a connection terminates in an arrowhead,
the connection is of cardinality greater than or equal to one. For example, the connection
between the everts table and the experiences table is one-to-many and is encoded by a
sphere-to-arrowhead connection between the event ID field in the events table to the
corresponding event 1D field in the experiences table. Unique indices are represented by
bold text or vertica lines encompassing the fields over which the index operates. All table-

level IDs are unique and indexed.

This document is not intended as a technical treatise, so beyond displaying the diagram |
will not provide a detailed technical description of the data modd; rather, | will attempt to

explicate the concepts governing the mode.
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EVENTS

An event is a meaningful instant in time corresponding to a fact associated with that instant
and not with the instants immediately before or after. Typica events associated with
longitudinal population studies include: births, deaths, marriages, divorces, migrations,

and movements between households.

ITEM -EPISODES

An itemepisode is a meaningful interval of time corresponding to a fact that istrue during
the interval and false immediately before and after. The “item” in the name calls attention
to the fact that the episode can, and often does, correspond to the lifespan of a physical
thing — an item. Typica itemepisodes of interest to longitudinal population studies
include:
aperson —aiveand “existing” from their data of birth to their date of death,
a household — recognized and valid from its date of incorporation to its date of
disbanding,
aresidency —aperson at aplace from their data of arrival to their data of departure,
amarital union—avalid contract pairing a man and woman from the date of union
to the date of separation, and

aplace — a geographica entity that is located and named from its date of mapping
to it becomes irrelevant.

EXPERIENCES

An experience is the manner in which an itemepisode is affected by an event; or
dternatively, the impact that an event has on an item-episode. Experiences associateitem

episodes with events, and two or more item-episodes associated with an event are related
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to one another through their individual associations with the common event. A single itemt
episode may, and most likely will, experience many events, and a single event may, and
amost cetainly does, affect many item-episodes. As a result, complex many-to-many

relationships are possible.

The notion of experiencesis the key concept behind SPEHR. Three aspects of this method

of encoding relationships between things are of particular importance.

1. Theentirenotion of relationships defined by experiencing events together isa
natural and intuitive one that fits nicely with our day-to-day lives. Assuchiitis
not an arcane logical construct that is difficult for people to understand and
manipulate.

2. The definition of relationships through the joint experience of events
automatically associates every reationship with its duration and the
circumstances that initiated and terminated it; and in fact, it is not possible to
omit any of these attributes in this coding scheme. Rather than being an
artificially constructed and enforced requirement of the storage scheme, the
timedimension isa natural and necessary part of this coding scheme.

3. The system puts no limit on the complexity or cardinality of reationships that
can be stored and manipulated. By this| mean that any number of items can

share an experience and hence initiate or terminate some form of relationship
between themselves, and each of ther individual experiences can be very

different, associating them in different ways with each other. The beauty of
thisisthat it is possible to encode all of this complexity without creating new
constructs within the database.

Table 65 displays a simple demonstration of the principle of an experience. Inthisexample
two events Justine's birth and Adam’s death affect a number of item-episodes in different
ways. The birth is experienced by the newborn (Justine) as the beginning of her life, by her

mother as giving birth, by her father as having a birth of one of his children, and by
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Durban, the place where she is born, as the addition of another person. Similarly, Adam’s
desath is experienced by Adam asthe end of his life, by Rachel (his wife) as thelossof her
spouse, by Justine as the loss of her father, by Durban, where he died, as the loss of a
person, and finaly by his marriage with Rachel as its end; and, all of these experiences

(and item-episodes) are tied together by their link to the common event.

TABLE 65: EXAMPLE OF “ EXPERIENCES”

Item Episode Experience Event
Rache Gives Birth Justin’ sBirth
Adam Has Birth Justin’sBirth
Justine (newborn) Begins Life Justin’ sBirth
Durban (place of birth) Adds Person Justin’ sBirth
Rachel Loses Spouse Adam’s Death
Adam EndsLife Adam’s Death
Justine Loses Father Adam’s Death
Durban (place of death) LosesPerson Adam’s Death
Adam and Rachel’s Marriage Ends Adam’s Death

Each column in Table 65 corresponds to a table in the SPEHR data model. Even though
the Item-Episode and Event columnsin Table 65 displays multiple instances of the same
things, each “thing” is stored only once in the database. Each item in the Experiences
column is stored separately because the experiences are what maps, or links, the item
episodes and events together, and through their joint linkages to the same events, the item
episodes to each other. The database tables corresponding to this example look similar to

Table 66 through Table 68:

TABLE 66: RECORDSIN | TEM-EPISODES TABLE

Item-Episode ID Item Episode
1 Rachel
2 Adam
3 Justine
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Durban
Adam and Rachel’sMarriage
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TABLE 67: RECORDS IN EXPERIENCES TABLE

Associated Associated

Experience|D Item-Episode ID Event 1D Experience (Type)
1 1 1 Gives Birth
2 2 1 Has Birth
3 3 1 Begins Life
4 4 1 Adds Person
5 1 2 Loses Spouse
6 2 2 Ends Life
7 3 2 Loses Father
8 4 2 LosesPerson
9 5 2 Ends Marriage

TABLE 68: RECORDSEVENTS TABLE

Item-Episode |ID Item-Episode
1 Justing's Birth
2 Adam’s Death

Additionally, the Experience field in Table 67 does not actually contain data in the SPEHR
model, but rather the ID number of arecord in a metatable that specifies the various types

of experiences that are possible.

ATTRIBUTES

The attentive reader will have noticed that there is not yet a facility for storing the
individual attributes of specific items or events. In most databases, attributes are stored
together with the things they describe using additional fields in a given table. However,
because SPEHR stores things of many types in the same table (lots of different types of
itemepisodes in the itemepisodes table, and lots of different types of events in the Events
table), it is not possible to store al of the different sets of attributes corresponding to those

different types of things in the same table. Instead it is necessary to store the attributes
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elsewhere and link them to the things that they describe. Thisis done with a separate set of
tables, one to store each type of data and severa to link the attributes to the things that they
describe. This organization degrades performance a little because many tables must be
accessed and joined to attach attributes to things, but it is a necessary and very flexible

mechanism for supporting the core SPEHR item experience-event data structure.

SHARED EXPERIENCES

Experiences are often reciprocal or inextricably related. For example, a migration involves
a person leaving one place and arriving at another, and there is no way that the migration
can occur without the “leaving” and the “arriving”. Those two experiences are reciproca
and inextricably linked. It turns out for various performance-related reasons that it helps to
link those kinds of experiences explicitly, and SPEHR offers a facility to do that by
grouping experiences into “shared experiences’. This is aso occasionadly necessary to
differentiate experiences that can be interpreted in ambiguous ways, but a discussion of this

is beyond the scope of this document.

MULTI-EVENT PROCESSES

Many happenings are composed of a number of events that occur over a comparatively
long period of time, and SPEHR provides a mechanism for grouping related but distinct
events into “multi-event” processes. |nitiating a marriage is a good example. That process
often involves some sort of engagement event, the migration of one or both of the potential
spouses, the movement of the potential spouses from their previous households to new

ones, a wedding, and usually the formation of a new household. All of these events are
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part of the process of the new couple becoming married and likely are stretched over the
course of several months or years. Not having the ability to encode the fact that al of these
events are related might (probably often) lead to a loss of information and potential
misinterpretation of the individual events. Coding the multi-event process alows the

database to represent the larger (causal) context in which the individua events take place.

META DATA

Meta dataare at the heart of SPEHR. All item episodes, events, experiences, and attributes
are instances of types predefined for each. The number and description of the types can be
augmented at any time smply by adding new rows to the various meta data tables that
contain them. In this way the “types’ that can be stored an manipulated by the database
and the ways that they are connected (through “types’ or experiences and “types’ of

attributes ... ) can be updated and expanded at any time.

Both the database and the users of the database have access to this meta data, and both must

use it to interpret the data stored in the database.

SPEHR DEMONSTRATION

A fully functioning demonstration of the SPEHR data mode can be found at
www.samclark.net/SPEHR implemented in Microsoft Access 2000. That demonstration
adequately proves that a SPEHR-based database can store and manipulate data describing
realistic population dynamics. Again, it is well beyond the scope of this document to
describe in detail the construction and operation of the demonstration, and the reader is
directed to the URL.
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The SPEHR demonstration database contains SQL queries that calculate generations,
genealogies, counts of events, counts of person-years, mortality rates, fertility rates, person

year files for event higtory andyss, item-history files, and much more using the SPEHR
data model and the test population data that it contains. The SPEHR data model is easily
able to manage a very wide range of complex population linkages over time and to
efficiently retrieve the data in useful, user-recognizable forms. In short, SPEHR is the

basis for a useful longitudinal data management system.
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Appendix A

THE RELATIONAL MODEL OF DATA

The relational model of data is a theory describing a consistent framework in which to
structure, manipulate and maintain the consistency of data Data are stored and
manipulated in relations (or tables), a set of operators manipulates relations to produce
other relations, and relations are subject to certain constraints that insure the integrity of the

data. For alucid discussion of the relational model and relational database systems, refer to

An Introduction to Database Systems by C.J. Date (Date 2000).
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RELATIONS
A relation is composed of a heading and abody. The heading is a predicatecomposed of a
number of attributes, each with its own domain of possible values. The body is a collection
of tuples (or rows) that represent true propositions formed by choosing a value from the
domain of each of the attributes specified in the predicate. Each tuple, therefore, represents
a set of attribute values that when substituted into the predicate form a true proposition.

Thisis asufficient definition of arelation. As a consequence:

There is no order specified (or necessary) for the attributes;
There is no order specified (or necessary) for the tuples,
Each tuple contains a unique value for each attribute; and,

There are no duplicate tuples (each true proposition is recorded once only).
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OPERATORS

The operators used to manipulate relations are similar, and in large part analogous, to the
familiar set operators in mathematics. In fact, relations are carefully defined sets. All of
the operators take relations as arguments and produce a relation as their result —this is the
relational closure property. Closure is critically important because it insures that | can
write and evaluate nested relational expressions; those in which an expression can be
substituted in place of a relation. The most fundamental operators used to manipulate
relations include:

Redtrict;

Project;

Union; and,

Join.
Restrict produces a relation whose tuples satisfy a condition. In other words, Restrict
allows one to select a subset of the tuples in arelation. Project produces a relation with
only the attributes specified in the Project expression. The result contains all of the tuples
of the originad relation with only those attributes specified in the Project expression.

Restrict produces a row-wise subset, and Pr oj ect produces an attribute-wise subset.

Union produces a relation containing all of the tuples from two specified relations of the

same type. Because al tuples in a relation must conform to the same predicate, the two
relations contributing to the union must be based on the same predicate, or in other words,

of the same type. Thisinsuresthat the result isavalid relation, and closure is maintained.
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Join produces arelation that consists of all tuples produced by forming all possible pairs of
tuples from two specified relations with at least one common attribute subject to the
condition that the values of the common attribute are equal. Join does precisely what its
name implies - it takes two relations and 'glues them together into ‘wider' relation. If you
imagine the input relations as sets of tuples, Join takes the Cartesian product of the two sets
of tuples, and then selects only those new tuples for which the values of the common
attributes of the input tuples are equal. There are many different varieties of the Join

operator, the one | have described being the most general.

In addition to the manipulation operators, there is a set of operators used to create and
modify relations and update the values of their attributes. These will be discussed briefly in

the following appendix describing SQL.
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CONSTRAINTS
The two crucial Data Integrity Constraints have to do with unique values that identify
tuples. A primary key is an attribute whose value is unique for al the tuples in a relation.
In generd it is useful for al relations to have a primary key. The primary key can consist
of a calculated attribute that combines values fromother attributes to yield a unique value.
However, for reasons | will not discuss here, it is cleaner and more efficient to have a

single-attribute unique key in each relation.

A relations associated with another relation may store a value of the associated relation's
primary key in one of their attributes, to allow joining of the associated tuples in each
relation. The attribute that stores the values of the associated table's primary key iscaled a
foreign key, for obvious reasons. Foreign keys are mnstrained in the sense that a value
stored in a foreign key attribute must exist as a value of the primary key in one of the tuples

of the associated relation.

In circumstances where tuples in associated relations are nonsensical in the absence of
corresponding tuples in the associated relation, the use of primary and foreign key

congtraints insures that no such orphan (and meaningless) tuples will ever exist.

Again, the foregoing discussion of congtraints is only the tip of a very large iceberg!
Constraints come in many other forms, including the careful construction of the domains or

types from which attribute values may be constructed and manipulated.
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Appendix B

STRUCTURED QUERY LANGUAGE - SQL

SQL or Standard Query Language was invented and first implemented by IBM in the
1970s as SEQUEL (Structured English Query Language). SQL is the practica
specification of the relational model, and working implementations of SQL are offered by
many database systems vendors. Most of the widely available implementations of SQL are
based on the International Standard Database Language SQL (1992) or SQL/92.
Recently, an updated version of the specification has been produced and is referred to as
SQL/99. However, at the time of this writing SQL/99 has not yet been implemented by

any database systems vendor.

In very broad terms, SQL has three components.

Data Definition Langauge or DDL components;
Data Manipulation Language or DML components; and,
Management components.
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DDL - DATA DEFINITION LANGUAGE
The data definition statements allow the user to create, modify and drop (or delete) tables
(what we discussed as 'rdations) and statements to manage various other aspects of the

data architecture of the database. For our purposes the important statements are:

CREATE TABLE - CREATE AND DEFINE A NEW TABLE
Modify table - MODIFY THE DEFINITION OF A TABLE

Drop table - DELETE A TABLE FROM THE DATABASE

Following are examples of these commands and the output they produce using IBM's
implementation of SQL, available in their DB2 Universa Database product. | create three

tables that will be used in the next example.

CREATE TABLE EXAMPLE

CREATE TABLE peopl e Example B-1
(id Integer NOT NLLL PR MARY KEY,

nane Varchar (20) NOT NLLL,

sex Char (1) NOT N.LL);

Example B-1 creates a table ramed 'people’ with fields (attributes) id, name, and sex. id is
aprimary key, and none of the fields may contain anull value. For each field, the data type
is defined after the field name and is self-explanatory.

CREATE TABLE | ocat i ons Example B-2

(id Integer NOI NLLL PR MARY KEY,
nane Var Char (20) NOT NULL,
Type Char (1) NOT NLL);

Example B-2 creates a table named 'locations with fields id, name, and type. Again, id is

the primary key, and none of the fields can contain a null value.
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CREATE TABLE | i ves_at Example B-3
(id Integer NOI NLLL PR MARY Key,

pid Integer NOT NLLL,

lid Integer NOT NLLL,

FORE G\ KEY (pi d) REFERENCES peopl e (id),

FOE QN KEY (lid) REFBRENGES locations (id));

Example B-3 creates a table named 'lives at' with fields id, pid, and lid. This is a
relationship table that stores information linking people to the places where they live
hence, the name 'lives at'. Theid field isaprimary key, no nulls are allowed in any fields,
and the two fields pid and lid store vaues from the id fields of the people and locations

tables and are, therefore, foreign keys.

MODIFY TABLE EXAMPLE

ALTER TABLE peopl e Example B-4
ACD GOLUMN dob Dat €

Example B-4 adds a date of birth (dob) field of type 'Date' to the people table.

DROP TABLE EXAMPLE
CRP TABLE peopl €; Example B-5

Example B-5 deletes the people table from the database.
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DML -DATA MANIPULATION LANGUAGE
The data manipulation statements allow the user to manip ulate and modify the data stored

in the tables. Theseinclude:

Insert
Update
Delete
Sdlect
UNION

INSERT EXAMPLE

| NSERT | NTO peopl e (i d, nane, sex) Example B-6
VALLES(1, ' Mry','F),

(2, Paul’," M),

(3,"Snon'," M),

(4, Jane' ,'F),

(5 "Abert',"M),

(6, Rth',"F);

Example B-1 populates the people table with the listed values, shown below:

1D NAME SEX

1 Mary F

2 Paul M

3 Smon M

4 Jane F

5 A bert M

6 Ruth F
| NSERT | NTO| ocat i ons (i d, nane, t ype) Example B-7
VALLES(L, ' Nairobi*,'U),

(2," Accra' ' U),

(3,"Mubatuba' ,'R),
(4,"S nafala ,'R),
(5'Giro,"'U);

Example B-7 populates the locations table with the listed values, shown below:
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4 S nafal a

U
U
3 M ubat uba R
R
5Giro U

INSERT INTO | ives_at (id,pid,lid) Example B-8
VALUES(1, 1, 4),
(2,2,9),
(3,3,2),
(4,4,2),
(5,5,1),
(6,6,3);

Example B-8 populates the lives_at table with the listed values, shown below:

ID AD LD
T o 4
2 2 5
3 3 2
4 4 2
5 5 1
6 6 3
7 3 4
8 4 1
UPDATE EXAMPLE
UPDATE peopl e Example B-9
SET dob = ' 1950- 6 4
WERE id = 1;

Example B-9 updates the dob field in the people table with the listed value, shown below

after an update for al six records (tuples) in the people table:
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1 Mry F  06/04/ 1950
2 Paul M 10/ 12/ 1966
3 Smon M 04/01/ 1980
4 Jane F 09121981
5 A bert M 12/ 02/ 1991
6 Rith F  07/11/ 1991
DELETE EXAMPLE
DELETE FRMI i ves_at Example B-10
WERE id = 20;

Example B-10 deletes the record(s) in table lives at for which id is equal to 20.

SELECTand UNION EXAMPLES

SHECT p. nang, | . nane Example B-11
FRMpeople as p, lives_at as la, |ocations as |

WERE p.id = la.pid

ADlalid =1.id

QROER BY p. nane;

Example B-11 produces the Cartesian product of the people, lives at and locations tables
and then sdects the resulting records for which the id field from the people table is equal
to the pid field from the lives_at table and the lid field from the lives at tableis equd to the
id field from the locations table. Once the records fulfilling those conditions are identified,
the name fields from the people and locations tables are selected, and the records are listed.
This effectively joins the people, lives a, and locations tables on the field pairs
([people].id ,pid) and (lid,[locations].id) subject to the condition that the resulting records
must have equal values for those pairs of fields. In terms of the relational model, this select
statement performs ajoin and a projection. The join is accomplished through the Cartesian
product and the conditions placed on the id fields. This statement makes the join explicit

and equivalent to a Cartesian product followed by a redtriction; there is a more compact
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syntax that accomplishes the same thing without specifying the equalities explicitly, but for
pedantic purposes, | chose the most explicit form. The projection is accomplished through
the selection of the name fields for retrieval from the result table. The order by clause sorts
the resulting table on the name field from the people table. The statement is run on the

tables created in the previous examples, and the result is shown below:

NAME NAME

A bert Nai r obi

Jane Nai r obi

Jane Accra

My Snafal a

Paul Giro

Rith M ubat uba

S non Accra

S non S nafal a

SHECT pl. nane, p2. nane Example B-12

FROMpeopl e as pl, peopl e as p2
QROER BY pl. nane, p2. nang;

Example B-12 produces a full Cartesian product of the people table with itself. In this case
no restriction is put on the result of the Cartesian product resulting in a table consisting of
records that pair each record in the people table with every other record in the people table,
including itself. Again, a projection is performed to retrieve just the name fields from the
resulting table. Last, theorder by clause at the end of this statement sorts the resulting table
first on the name field from the first instance of the people table and then on the name field

of the second instance of the people table. The final result is shown below:
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A bert A bert
A bert Jane
A bert Mary
A bert Paul

A bert Rut h
A bert S non
Jane A bert
Jane Jane
Jane Mary
Jane Paul
Jane Rut h
Jane S non
Myry A bert
Mary Jane
Mary Mary
Mary Paul
My Rut h
Mary S non
Paul A bert
Paul Jane
Paul Mary
Paul Paul
Paul Rut h
Paul S non
Rith A bert
Rith Jane
Ruith Mary
Ruth Paul
Rith Rut h
Ruth S non
S non A bert
S non Jane
S non Mary
9 non Paul

S non Rut h
S non S non
SHLECT p. nane, | . nane Example B-13

FRMpeople as p, lives_at as la, locations as |

WHERE p.id = la.pid

ADlalid=1.id

A\D p. dob < ' 1980- 01- 01'

OROER BY p. nang;
Example B-13 is the same as Example B-11 with the addition of an additional restriction,
p.dob < '1980-01-01', that retrieves only records for which the date d birth is prior to

January 1, 1980, below:

419



SHECT * Example B-14
FRM peopl e
UNON ALL
SHECT *
FROM peopl €;

ExampleB-14 selects all of the records from the people table and performs a union of those

records to create the result below in which al of the records in the people table appear

twice:
ID NAME SEX DB
1 Mary F 06/ 04/ 1950
2 Paul M 10/ 12/ 1966
3 S non M 04/ 01/ 1980
4 Jane F 09/12/1981
5 A bert M 12/02/ 1991
6 Ruth F 07/11/ 1991
1 Mary F 06/ 04/ 1950
2 Paul M 10/ 12/ 1966
3 S non M 04/ 01/ 1980
4 Jane F 09/12/1981
5 A bert M 12/02/ 1991
6 Ruth F 07/11/ 1991
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TRANSACTIONS
The archetypal example of a transaction is the transfer of money from one account to
another in a bank's accounting database. The process involves two steps: 1) debit the
transfer amount from customer A's account and 2) credit the transfer amount to customer
B's account. Both of these updates must occur for the transfer to be complete, and under no
circumstance can the first be performed without performing the second. A transaction is
used to encapsulate these two updates into an atomic (see below) process that cannot save

modifications to the database unless both updates are successful.

A transaction is alogical unit of work that must be completed in its entirety or not at all.
Transactions are sometimes referred to as 'atomic’ — in the sense that an atom is (in
colloquia terms) the most fundamental unit of nature and cannot be subdivided. A process
performed as a transaction only modifies the database when the entire process has been
completed successfully. Consequently, it is possible to cancel a process performed as a
transaction, even a complicated one, midway through without leaving the database in an

inconsistent state. The cancellation could be user-initiated, the result of a system failure or

any other intended or unintended action. Properly structured transactions are absolutely
critica to maintaining the integrity of the database, and the SQL standard specifies the

basic implementation of transactions.
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SQL IN PRACTICAL USE
In practice, SQL is used in three ways. SQL can by used in a dynamic sense in either of
two ways: 1) a user can type SQL into a command line interpreter (CLP) that parses the
statements and passes them to the database management system for execution in rea time,
or 2) a program can construct SQL in real time based on parameter values or input from a
user and then pass the SQL to the interpreter and onward to the database management
system. In both of these situations, the SQL is interpreted and optimized in rea time —
hence the term 'dynamic’ SQL. Static SQL consists of predefined, pre-optimized SQL
statements that are usually invoked by a program and cannot be altered in real time. Static
SQL usualy runs faster because the interpretation, optimization and compile steps need not
be performed, and for this reason, operations that are run many times without change are

best implemented as static SQL.

Although SQL is a computationa complete language, it is usualy used as a data
manipulation sublanguage that in combination with a fully- featured host language provides
all of the functionality necessary to manage and manipulate the data, to perform the logic
necessary for the application to run, and to interact with the user. Common host languages

include C, C++, Java, Visual Basic and Cobol.
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